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Summary. Low front-end cost and rapid accrual make Web-based surveys and enrolment in
studies attractive, but participants are often self-selected with little reference to a well-defined
study base. Of course, high quality studies must be internally valid (validity of inferences for
the sample at hand), but Web-based enrolment reactivates discussion of external validity (gen-
eralization of within-study inferences to a target population or context) in epidemiology and
clinical trials. Survey research relies on a representative sample produced by a sampling frame,
prespecified sampling process and weighting that maps results to an intended population. In
contrast, recent analytical epidemiology has shifted the focus away from survey-type represen-
tativity to internal validity in the sample. Against this background, it is a good time for statisticians
to take stock of our role and position regarding surveys, observational research in epidemiology
and clinical studies. The central issue is whether conditional effects in the sample (the study
population) may be transported to desired target populations. Success depends on compatibility
of causal structures in study and target populations, and will require subject matter considera-
tions in each concrete case. Statisticians, epidemiologists and survey researchers should work
together to increase understanding of these challenges and to develop improved tools to handle
them.

Keywords: External validity; Internal validity, Non-probability samples; Representativity;
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1. Introduction

Participation and response rates in follow-up studies and surveys are decreasing; compliance
can be low; costs are increasing. Low front-end cost and relatively rapid accrual make Web-
based, self-selected Web enrolment into epidemiological studies and into surveys very attractive
and its use rapidly increases. However, self-selection dramatically departs from the traditional,
so-called gold standard approaches of targeted enrolment to scientific studies and sampling-
frame-based surveys. Traditionalists argue that we must adhere to the values of planned accrual
and follow-up for all studies and identification of a sampling frame for surveys and possibly also
for epidemiological and other such studies. Others propose that we should stop worrying about
it and open up accrual, using modern approaches (covariate adjustments, find instrumental
variables, ‘big data’, : : :) to make the necessary adjustments.
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It is useful to begin by outlining some differences in scientific terminology and practice be-
tween classical statistical analysis, survey methodology and epidemiology. The concepts of in-
ternal and external validity are key (see Shadish et al. (2002) for formal definitions). Internal
validity refers to validity of inferences for a given parameter or estimand (such as a sample mean)
for the sample at hand. External validity refers to the degree to which within-study inferences
generalize or can be generalized to a target population or context.

In survey research the basic task is to learn about a population by designed sampling so that
properties learnt by statistical analysis of measurements in the sample may be generalized to
the population. An important focus here is the representativity properties of the sample and
the consequent methodology for the generalization, e.g. weighting methods. Classical statistical
analysis such as developed by R. A. Fisher takes a similar approach. Here the population is
represented by the statistical model and the sample by the observations, and the statistical
inference specifies the properties of the generalization from sample to population.

The next obvious question (with a long historical tradition; see Keiding (1987) and Keiding
and Clayton (2014)) is whether the findings in the study population are also valid in other
populations. In important recent development Pearl and Bareinboim (2014) provided exact
criteria for transportability based on causal graphs. A general empirical observation is that
marginal effects are rarely transportable whereas conditional effects more often can be expected
to be transportable, provided that all relevant confounders have been accommodated.

The field of epidemiology does contain descriptive studies much like surveys, a central example
being prevalence studies, where it is desired to learn about the distribution of individuals with
some disease in a given population on the basis of some sample from that population. However,
the major task in analytical epidemiology is to assess the possible effect of some exposure (e.g.
air pollution) on some outcome (e.g. lung cancer), and here the general analytical strategy is
slightly but importantly different from the standard in survey analysis and statistics. The first
priority is to obtain validity of the inferences in the study group, i.e. internal validity. The
statistical analysis takes place in this study group, which thus plays the role of the sample in
survey analysis and general statistical inference. Threats to internal validity include selection
bias (generated from biased (exposure- and/or outcome-dependent) selection of subjects into
the study group), not always with a clear specification of the origin from which this selection
takes place. One type of selection bias is self-selection (which is our focus), which is generated
if ‘reasons for self-referral may be associated with the outcome under study’ (Rothman et al.
(2008), page 134).

Assessment of external validity, i.e. generalization to the population from which the study
subjects originated or to other populations, will in principle proceed via formulation of abstract
laws of nature similar to physical laws, whereas sampling properties (as in survey analysis) or
statistical properties are considered less relevant (Rothman et al. (2008), pages 146–147). As
elaborated below, this view was forcefully formulated by Miettinen (1985), and we shall also
mention a recent discussion in the International Journal of Epidemiology introduced by Rothman
et al. (2013a), which almost unanimously claimed that ‘Representativity should be avoided’.

More generally, experimental studies in human populations have seldom directly addressed
identification of a reference population other than what is implied by inclusion and exclusion
criteria. The primary focus is on internal validity conferred by randomization (and careful
conduct), without formal identification of a sampling frame or collecting baseline information
that could be used to develop a weighted analysis that would allow ‘exporting’ the internal
associations (e.g. treatment effects) to an identified population. Implicit in this approach, and
as discussed below made explicit by Miettinen (1985), is the assumption that interactions
with demographic attributes (e.g. gender, race or age) and other study features (measurement
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methods, follow-up protocols,: : :) are sufficiently small relative to the main effects that they can
be ignored. Experiments in other domains, e.g. in agriculture, pay more attention to an external
reference, possibly because it is more broadly accepted that outcomes can substantially depend
on plant species, soil type, fertilization, temperature and many other factors.

In the survey context, government and other high quality surveys have depended on a well-
documented sampling frame, a carefully designed sampling process and weighting to ensure
that results are relevant to the reference population. Though developing a sampling frame and
purposefully sampling from it, or at minimum identifying a target population and develop-
ing explicit entry and exclusion rules, may be the gold standards, in practice these are difficult
to accomplish. The accrued sample is never fully representative; item non-response and dropouts
in longitudinal surveys make most surveys ‘tarnished gold’. Partial fixes are available via
covariate adjustment, reweighting and the like but, as we discuss in Section 5.3, these are very
unlikely to be completely successful, moving virtually all studies to the middle ground between
the gold standard and a completely haphazard enterprise. Consequently, rather than discount
all self-enrolment or other departures from the ideal epidemiological study or sample survey,
careful evaluations are needed to see whether, and if so when, these studies maintain suffi-
cient quality as measured against the real world performance of studies that attempt the gold
standard.

The focus in many studies is on within-study comparisons, e.g. estimation of an exposure–
response relationship or the association of an attitude with personal characteristics. However, if
the relationship depends on individual attributes their role must be properly modelled, or weights
used in a weighted analysis must accurately account for sample inclusion propensities (the
unit-specific probabilities of being in the study) to make sample selection non-informative and
thereby align the estimated relationship with the population value. Even with a sampling frame
and valid weights for making inferences to the frame, validity of inferences to other populations
is at risk because the conditional effects might not generalize. Unmeasured confounders that are
associated with sample inclusion propensities cannot be incorporated in the weights and, even
if all confounders are measured, it is challenging to develop appropriate weights. We consider
these issues in more detail in Sections 7.2 and 7.4.2.

We compare and contrast the epidemiological and survey cultures, considering only well-
intended investigators and investigations. In this context, both cultures require well-defined
goals; design, conduct and analysis to meet those goals, with the principal distinction being the
epidemiological focus on internal and the survey focus on external validity. Against this back-
ground we discuss recruitment or accession methods and their association with study quality
including bias and precision. We focus on studies of human populations, but many of the issues
are relevant to studies in agriculture, ecology and other fields. We review recent research, identify
issues and research needs, discuss examples of epidemiological studies and surveys, report on
some methodological innovations and speculate on the future.

Section 2 gives an overview of the epidemiological context, Section 3 considers transportability
and Section 4 the survey context, Section 5 addresses self-selection and Web-based studies,
Section 6 briefly mentions the possibility of selection effects induced by requiring informed
consent, Section 7 considers overarching inferential goals, Section 8 discusses convergence of
the epidemiological and survey cultures, and Section 9 provides a summary of issues and a call
to action. Some details on the survey method are in Appendix A.

2. The epidemiological context

Participation rates in epidemiologic studies have been declining for the past 30 years, and the
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decline is accelerating (see the literature review by Galea and Tracy (2007)). This situation has
stimulated two questions.

(a) How much does this matter for study validity?
(b) As the Internet approaches universal coverage, are competitive Web-based study designs

emerging?

Key issues include external validity, representation and transportability, as the following case-
studies help to clarify.

2.1. Case-study: the Danish Web-based pregnancy planning study—‘SnartGravid’
The primary purpose of time-to-pregnancy (TTP) surveys is to estimate fecundability (defined
as the probability that a couple with unprotected intercourse will conceive in a given menstrual
cycle), in an attempt to approach biological fecundity (the ability to obtain a pregnancy) in
humans (Wilcox, 2010; Weinberg and Wilcox, 2008). The ideal prospective TTP survey would
recruit couples at the time (initiation) that they decide to try to become pregnant and follow
them prospectively until pregnancy happens, the couple gives up, or the study ends. Such studies
are rare and very costly, and have low participation rates and usually rather uncertain represen-
tativity status, if it is at all possible to identify a study base (Buck Louis et al., 2011). There are
other designs for TTP studies, but they give less direct results; see Keiding et al. (2012).

On this background it made much sense to attempt a new way of creating a prospective sample
of pregnancy seekers, using the Internet not only for follow-up, but also for recruiting. This was
initiated in Denmark in 2007 by a collaborative group of researchers from Boston University,
USA, and Aarhus University, Denmark (Mikkelsen et al., 2009). Recruitment was via on-line
advertisements, primarily on non-commercial health sites and social networks, supplemented
by press releases, blogs, posters and word of mouth. By June 1st, 2014, more than 8500 women
had been recruited (E. M. Mikkelsen, personal communication). Women were recruited shortly
after initiation and followed until whatever comes first of pregnancy, giving up trying or 12
cycles after initiation. Follow-up rates were satisfactory, with more than 85% responding to
each questionnaire and more than 80% of the cohort still included in the follow-up after 1 year
(Huybrechts et al., 2010). Relevant exposures which could all be measured before the end of
the attempt of conception included, among other, body size (Wise et al., 2010), menstrual char-
acteristics (Wise et al., 2011), consumption of caffeine, soda etc. (Hatch et al., 2012), physical
activity (Wise et al., 2012), age and volitional factors (Rothman et al., 2013) and oral contra-
ceptives (Mikkelsen et al., 2013). Using appropriate delayed entry survival analysis, this study
should deliver directly interpretable estimates of the (prospective) distribution of TTP for given
premeasured exposures, all within the sample of study participants. (Participants were censored
at the start of fertility treatment; whether that may be considered independent censoring is never
discussed, but that is not a central issue here).

Huybrechts et al. (2010) gave a detailed discussion of the representativity issue in self-selected
Internet-based studies like this. They acknowledged that

‘Internet-based recruitment of volunteers has raised concerns among critics because the demograph-
ics (e.g., age, socio-economic status) of those with ready internet access differ from those without it.
Furthermore, among those with internet access, those who choose to volunteer for studies may differ
considerably in lifestyle and health from those who decline.’

But they went on to state that

‘Volunteering to be studied via the Internet does not, however, introduce concerns about validity beyond
those already present in other studies using volunteers. Differences between study participants and non-
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participants do not affect the validity of internal comparisons within a cohort study of volunteers, which
is the main concern. Given internal validity, the only problems with studying Internet users would occur
if the biologic relations that we are studying differed between Internet users and non-users, a possibility
that seems unlikely. The primary concern should therefore be to select study groups for homogeneity
with respect to important confounders, for highly cooperative behavior, and for availability of accurate
information, rather than attempt to be representative of a natural population.

‘Scientific generalization of valid estimates of effect (i.e., external validity) does not require repre-
sentativeness of the study population in a survey-sampling sense either. Despite differences between
volunteers and non-participants, volunteer cohorts are often as satisfactory for scientific generalization
as demographically representative cohorts, because of the nature of the questions that epidemiolo-
gists study. The relevant issue is whether the factors that distinguish studied groups from other groups
somehow modify the effect in question.’

We note that this text quite precisely illustrates several points about the epidemiological
approach to inference as made in Section 1: the ‘study population’ is what statisticians would
call the sample, and the results from analysis of this study population should be directly used
to create the abstract laws to be used for generalization, without requiring that it represents
all Danish women starting pregnancy attempts. The only exception is if the process (called
sampling by statisticians) leading to the study population contains effect modifiers: in other
words, if the creation of the study population has generated selection bias. Here, the statement
that it is unlikely that Internet users would not have similar biologic relations to those of non-
users is imprecise: the question is rather whether volunteers (who here must be Internet users
but are not necessarily a representative subset of these) have different such relations from those
of non-volunteers.

Rothman et al. (2013) studied the age-related decline in fecundability. Here, the search for
possible selection bias in the volunteer study group included the permitted delayed entry of up
to 3 months (possibly excluding fast conceivers) and underrepresentation of women in the older
age groups:

‘Other factors, such as reproductive history, could have affected participation and be related to fec-
undability. If these factors were also associated with age, they could have distorted the estimates of
fecundability ratios by age.’

This point is a good example of the issue of whether conditional effects are transportable, which
is a principal focus of our presentation.

However, Rothman et al. (2013) noted a stronger decline in fecundability with age for nulli-
parous (never given birth) women without mentioning the important possible survivor selection
generated by the earlier pregnancies of the highly fecund pointed out, for example, by Howe
et al. (1985). And, even though the title of the paper emphasizes ‘volitional determinants’, there
is no discussion on using self-selected participants to study such ‘subjective’ determinants. See
Section 7.3 regarding a much more focused interest by Rothman et al. (2013b) in controlling
for differential health awareness by using a sampling frame.

As a postscript, we have been informed through personal communication with E. M. Mikkelsen
that this group of researchers has recently initiated a general check of representativity of main
parameters against register data for all births in Denmark.

2.2. Case-study: smoking and time to pregnancy—a classic
It is interesting to contrast the current formulation of analytical epidemiology as exemplified
above to the preliminary communication in the Journal of the American Medical Association by
Baird and Wilcox (1985) about a pregnancy-based, self-selected study of the possible importance
of smoking for TTP. Informed in pregnancy classes, through posters etc., pregnant women were
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encouraged to volunteer for a 15-min telephone interview if they had stopped using birth control
to become pregnant and had taken no more than 2 years to conceive. After exclusions 678 women
were left for analysis. The study indicated a clear effect of cigarette smoking, delaying TTP.

Baird and Wilcox (1985) did not take the self-selection issue lightly:

‘: : : volunteers were generally affluent and educated. These characteristics of the study design and study
population raise questions about the generalizability of the findings. Of primary concern is any source
of bias that might result in finding an association in our study population even if no true association
exists in the general population.’

They went on to perform a revealing sensitivity analysis, long before such analyses were com-
mon, on the question of differential occurrence of accidental pregnancies among smokers and
non-smokers. As they explained, this might artificially generate an apparent delaying effect of
smoking through differential survivor selection. The sensitivity analysis made such an artefact
unlikely. We note that the SnartGravid researchers in their recent study on smoking and TTP
(Radin et al., 2014) incorporated the sensitivity analysis by Baird and Wilcox (1995) in the
discussion.

2.3. Case-study: Web capture of acute respiratory and gastrointestinal infections
An important motivation behind the SnartGravid study was that, since it is distinctively diffi-
cult to obtain reliable epidemiological information on TTP, the innovative Web-based design
should be tested. The pilot study by Mall et al. (2014) provided another example where a Web-
based design may outperform conventional data acquisition. They used the Internet to collect
information on symptoms, number and intensities of the usually relatively harmless episodes of
acute respiratory and gastrointestinal infections. This was done within the framework of a large
prospective cohort (the German National Cohort) and participants received weekly e-mails
asking about new episodes and their symptoms. Mall et al. (2014) noted that

‘Participants of the Web-based study were slightly younger and better educated than non-participants,
so selection bias is possible and must be kept in mind when discussing generalizability of the results.’

2.4. External validity
Most of the literature on external validity takes a concrete empirical view. Thus, Galea and
Tracy (2007) in their literature review concluded that non-participation bias does not alone
indicate a high level of bias in the estimates of effects of exposures, since

‘It is the difference between participants and non-participants that determines the amount of bias
present. Reassuringly, most studies have found little evidence for substantial bias as a result of non-
participation.’

This point turns out to be central in what follows: there will be bias only if the participation
rate and effect interact. Whereas two recent empirical studies of non-participation bias (heavily
quoted in the SnartGravid project) by Nilsen et al. (2009) and Nohr et al. (2006) found that
non-participation at the study outset had little influence on effect estimates, two other recent
empirical studies of non-participation bias were less optimistic: Nummela et al. (2011) showed
that a health study in Finland among aging people had differential response rates as well as
differential health outcomes according to socio-economic factors, precisely generating bias,
and Langhammer et al. (2012) documented in a Norwegian health study that participation was
associated with survival and depended on socio-economic status, although the precise effects of
these associations on final effect estimates would depend on further disease-specific studies. It is
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noteworthy that all these validation studies originate from the Nordic countries, where individual
linkage of information in population registers allows unusually detailed empirical evidence.

We note that, in addition to the above more analytic studies, Galea and Tracy (2007) added as
their second concern the problems for epidemiological studies that use population-based sam-
pling and with attempts to obtain estimates from population-representative samples that are gen-
eralizable to a clearly defined reference population. As mentioned in Section 1, such prevalence
studies are important parts of epidemiology and should not be ignored; the issues that are con-
nected to them are, however, quite similar to many surveys and will be described further below.

3. Transportability

Most empirical science is about generalizing findings beyond the particular setting. In our view
a useful framework for discussing generalization (external validity) in epidemiology is that the
purpose of epidemiological studies is to obtain information on exposure–outcome relationships
in one (standard) population with the aim of transporting them to other (target) populations.
Classical standardization of mortality rates focused on avoiding confounding from different
age structures in standard and target populations; see Keiding (1987) and Keiding and Clay-
ton (2014) for surveys of this development. Considering a single-sex stratum, by reweighting
the age×exposure-specific mortality rates in the target population with the age distribution in
the standard population (direct standardization), a direct comparison could be made between
the total (i.e. average) exposure-specific mortality in standard and target populations. Validity
depended, of course, on an implicit assumption that age × exposure-specific mortality rates
were transportable between these populations, although this assumption has traditionally been
discussed surprisingly little (see footnote 12 in Pearl and Bareinboim (2014)). If the relation-
ship between age × exposure and mortality is modified by a third factor (e.g. a mortal disease)
differently in the two populations, transportability breaks down unless there is also control for
this third factor.

Pearl and Bareinboim (2014) initiated a systematic attempt at developing a theory of trans-
portability within Pearl’s framework for causal inference based on the counterfactual approach
and using directed acyclic graphs as an important tool. The aim was to formalize the kind of
scientific knowledge about the causal structures in the standard and target populations that
is required for assessing whether transportability is possible and, if so, concrete mathematical
formulae for how the knowledge that is obtained in the standard population may be transported
to the target or that transporting is not possible. Indirect adjustment is the most basic case, and
other computations are far less intuitive. In fact, generally a recursive algorithm is needed to
develop a valid mapping. In Pearl and Bareinboim (2014) the starting knowledge was assumed
to have been obtained from a randomized study, but the authors also have work under way
where an observational study forms the basis of the knowledge in the standard population.

Finally, we note that sometimes a comparison that is not transportable in one scale is trans-
portable in another. For example, the relative risk may be transportable, when the difference in
risk is not. However, if the difference in risk is the relevant parameter, then transportability of the
relative risk, although of scientific interest, is essentially irrelevant for policy, and extrapolation
must be based on the difference in risk, ideally using Pearl and Bareinboim’s (2014) technology. A
statistical model for the log(relative risk) can reduce the need for interaction terms and produce
a parsimonious structure, but it must then be converted to a model for the difference in risk.

3.1. The Miettinen declarative position
As we have indicated, an alternative view on external validity was formulated forcefully by
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Miettinen (1985), page 47:

‘In science the generalization from the actual study experience is not made to a population of which the
study experience is a sample in a technical sense of probability sampling. In science the generalization
is from the actual study experience to the abstract, with no referent in place or time.’

This has been followed up by the paraphrases of this statement in successive editions of Modern
Epidemiology: see Rothman (1986), page 95, Rothman and Greenland (1998), pages 133–134,
and Rothman et al. (2008), pages 146–147. This position stipulates that epidemiology is a sci-
ence that is much elevated above statistics and more specifically survey design and analysis.
Rigid support of this position implies that measurement systems are stable and accurate, that
responses or outcomes are recorded accurately and reliably, and that the measurement error
process is constant across clinical, demographic, chronological and technological contexts. In
the SnartGravid case-study that was mentioned in Section 2.1, this declarative position comes
close to questioning the relevance of empirical studies of external validity. However, a closer
look shows that the authors do address representativity of the study sample, although phrased
in terms of absence of selection bias in the internal analysis of the study group.

Importantly, these and other researchers appear to equate ‘representative’ with ‘self-weighting’
(i.e. summaries computed by using equal weights for each unit produce unbiased estimates of
population values). The more general and more generally accepted definition requires only that
appropriate weights are available to produce valid population estimates. Very few surveys could
be conducted if they needed to be self-weighting, and most well-designed and well-executed
surveys have a sampling frame and sampling plan that support weighting results so that they
apply to a reference population. Availability of the relevant weights qualifies the sample as
representative. Such representation is a worthy goal for surveys and epidemiological, clinical
and other studies that intend to produce findings that are generalizable (henceforth we use
‘epidemiological’ as a shorthand for all explanatory studies).

We shall return to a general discussion of Miettinen’s influential statement, but we emphasize
here that Miettinen apparently equated targets of most epidemiological research with physical
laws, for which the generalizability issue is not a question of representativity of the sender
population (e.g. from which relationships are to be exported) and receiver population (e.g. into
which relationships are to be imported). In our view, however, many epidemiological efforts
have rather more modest and practical concrete targets, which are expressed not as new general
physical laws, but as properties of some but not all human populations. There is therefore a
genuine generalizability problem in most epidemiological studies.

4. The survey context

In this section we address standard survey methods, the need to accommodate departures from
the ideal and the consequences of departures. In Appendix A we work through a basic example
of estimating a population mean and identify links to epidemiological analyses.

4.1. The classical sample survey
Simplifying to a considerable degree, the classical sample survey identifies a sampling frame
based on attributes of the reference population, develops a sampling plan that efficiently and
effectively achieves study goals and in the analysis uses inverse propensity weights derived from
the sampling plan to make inference to the reference population. The weights and propensities
need to be modified to reflect refusals and item non-response but, if the adjustments are valid,
the analysis will deliver unbiased or at least consistent estimates. Furthermore, in addition to
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inference to the current survey frame or population, survey goals can include transportation to
other frames or populations. So, even when the ideal can be achieved for a specific reference
population, confounding and effect modification must be taken into account for inferences to
populations other than the initial referent.

Conducting a gold standard survey with a well-developed sampling frame and sampling plan,
a close to 100% response rate, a nearly zero attrition rate and no missing data is a worthy, but
unattainable, goal. At the other extreme, a Web-based survey with self-enrolment may give the
appearance of a high participation rate, but without an identified reference population there is
no way to estimate the rate or coverage of the survey. The true participation rate and population
coverage are unavailable and, unless additional information is available, findings pertain only
to the actual participants, which is somewhat analogous to internal comparisons in a clinical
or epidemiological study. Some might argue that a sampling-frame-based survey with a low
response rate is no better than a self-selected sample, in that the respondents in both contexts
are self-selected. That is of course true, but the sampling frame provides information on the
relationship of respondents to non-respondents and generalization from the sample is possible.

4.2. Survey analysis
Traditional survey analysis is design based, with the population values considered fixed constants
and the sample inclusion indicators being the random variables (see for example Särndal et al.
(1992) and Särndal (2007)). Expectations, standard errors and other features are computed in
this framework, with the sampling design providing the inferential basis. The sampling plan is
centrally important and, if sample inclusion is informative (associated with attributes of interest),
then failure to accommodate it will produce fundamental bias. The advantage of design-based
inference is that it is model free, producing valid inferences if the (at least pairwise) sample
inclusion probabilities are known. The sample does not need to be ‘self-weighted’, which is the
restrictive definition of representativeness that was communicated by Rothman et al. (2013a). It
distracts from the central point that, with a known sampling plan, appropriate weights can be
constructed and valid inferences are available (see the classic Horvitz and Thompson (1952)).

5. Self-selected and Web-based studies

Faced with the declining rates of participation in traditional epidemiological studies and in
surveys, and with the developments in popular use and technical possibilities of the Internet,
it has become increasingly attractive to try to recruit and accommodate willing and careful
respondents by meeting them right there, where they already spend much good time and energy.
Such studies will often be wholly or at least mostly self-selected, and our focus here will be on
the changed emphasis on the validity issues that this entails. For example, should the Miettinen
(1985) declaration (see Section 3.1) motivate that researchers completely ignore the composition
of their study sample? Which tools are available or should be developed to aid researchers wish-
ing to develop self-selected Web-based explanatory studies and surveys further?

5.1. Non-probability sampling
Departures from the ideal survey can be either intended or inadvertent. Intended departures
include maximizing internal precision in a mechanistic study, random-digit dialling, quota
sampling and self-selected Internet accrual. Inadvertent includes a poorly constructed sam-
pling frame, non-participation and item non-response. As reported by Battaglia (2008), there



328 N. Keiding and T. A. Louis

is a wide range of sampling plans that depart at least to a degree from the gold standard, each
with its potential benefits and drawbacks. Threats and benefits depend on the type of study
or survey and availability of a well-documented reference population frame with sufficient co-
variates to develop (approximate) sampling weights or to conduct covariate adjustments. We
focus on Internet surveys, because they are the survey equivalent of Web-based enrolment in
epidemiological studies such as Mikkelsen et al. (2009). Keeter (2014) crystallized the issue:

‘The debate over probability vs. nonprobability samples is about representation’.

Self-selection into any study, irrespective of survey or explanatory goals, threatens validity.
If there is no information on the propensity for enrolment, safe inferences must be limited to
those in the sample, with broadening to a reference population based on pure speculation. In
all contexts, extreme care is needed to transport conditional effects, trends and other relation-
ships for which transportability is more delicate, requiring careful design, conduct, analysis
and reporting. Pearl and Bareinboim (2014) provided elementary examples showing how trans-
portability of conditional effects depends inherently on the comparability of the compositions
of the ‘sender’ and ‘receiver’ populations. For example, the ability to make valid inferences for
an identifiable population is compromised and in extreme cases validity rests on the fragile
assumption of relatively small effect modification by attributes of the population of interest.

5.2. Internet surveys
The following discussion focuses on Internet surveys but applies as well to epidemiological stud-
ies. Advantages of Internet surveys include lower cost and the ability to reach some hard-to-reach
populations (and failing to reach others!). Disadvantages and challenges include difficulty in
obtaining probability samples and potentially poor coverage. Regarding this, Leenheer and
Scherpenzeel (2013) reported, for the Dutch Longitudinal Internet Studies for the Social Sci-
ences, a random sample of households with Internet provided to those who do not have it, that
‘older households, non-western immigrants, and one-person households are less likely to have
Internet access’. However, as Internet access increases, this may become less of an issue. In any
case, McCutcheon et al. (2014) noted that

‘Internet surveys have emerged rapidly over the past decade or so : : : . Inside Research estimates that in
2012, the online survey business had grown from nothing a decade and a half earlier to more than $1.8
billion. : : : This represents 43% of all surveys in the U.S. Almost all (85%) of that growth came at the
expense of traditional methods.’

Rao et al. (2010) and McCutcheon et al. (2014) discussed recruitment and other aspects of
administering Internet surveys. Self-selection via the Internet can be completely unstructured
(take all comers) or can filter for demographic or other attributes, but absent a reference popu-
lation sampling frame even the latter approach will not provide the information that is needed
to evaluate representativeness or to adjust results. Participants in a controlled trial are to some
degree self-selected in that they need to agree to participate, but this is very different from
taking all comers. Of course, even with a sampling frame, if the sample is far from representa-
tive, weighting adjustments will unduly inflate variance (see Gelman (2007)) and generally are
not fully effective (see Chang and Krosnick (2009) and Yeager et al. (2011)) in part because the
decision to respond may depend on unmeasured confounders. However, as we shall see in Section
5.3 probability sampling confers some protection. We propose that this protection is conferred
at least in part by sampling frames constructed from demographic attributes that are the prin-
cipal correlates with responses, with attributes that are not used to produce the frame having
a relatively small, residual association with response. This view is supported to a degree by
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indications that paradata (context information collected during a survey) although associated
with response propensity are only weakly associated with responses (see Wagner et al. (2012)).

5.3. Recruitment effects
In the survey context there is considerable research evaluating the effects of recruitment on study
outcomes. The American Association of Public Opinion Research (Baker et al., 2013) discussed
the issues and recent studies compared random-digit dialling and Internet surveys (Chang and
Krosnick, 2009; Yeager et al., 2011). Yeager et al. (2011) nicely laid out the issues:

‘The probability sample surveys were consistently more accurate than the non-probability sample sur-
veys, even after post-stratification with demographics. The non-probability sample survey measurements
were much more variable in their accuracy, both across measures within a single survey and across surveys
with a single measure. Post-stratification improved the overall accuracy of some of the nonprobability
sample surveys but decreased the overall accuracy of others.’

‘The present investigation suggests that the foundations of statistical sampling theory are sustained by
actual data in practice. Probability samples, even ones without especially high response rates, yielded
quite accurate results. In contrast, non-probability samples were not as accurate and were sometimes
strikingly inaccurate, regardless of their completion rates. : : :’

‘This is not to say that non-probability samples have no value.: : : The continued use of non-probability
samples seems quite reasonable if one’s goal is not to document the strength of an association in a
population but rather to reject the null hypothesis that two variables are completely unrelated to each
other throughout the population. : : :’

These and other researchers (including very pointedly Zukin (2015)) urged caution and noted
the protection that is provided by probability-based sampling. We extend this need for caution
to epidemiological studies, because self-selection has a straightforward effect on the validity
of cross-sectional analyses. However, as Pearl and Bareinboim (2014) and Ebrahim and Smith
(2013) showed, the effect on longitudinal trends and relationships between responses can also
be substantial, and it is important to entertain designs that target the middle ground. Studies
can benefit from use of the Internet and social media to attract potential participants, but that
is just the first step.

5.4. Are longitudinal analyses protected?
When selection effects bias prevalences and other cross-sectional population attributes, it may
still be that in follow-up studies changes over time are less vulnerable to selection effects. Strictly,
this protection requires that level and change are only weakly related, possibly after adjusting
for baseline attributes. However, there are many examples of strong association, e.g. the ‘horse-
racing’ effect wherein the pace of change for an individual at the front of the pack is greater than
the typical change (Enright et al. (2002) noted this in a lung function study). More generally, if a
longitudinal relationship depends on individual attributes that either are not used in the assess-
ment or are inadequately modelled, the estimated slope will not align with the population value,
sample selection will be ‘informative’ and even within-study assessments can be compromised
(Ebrahim and Smith, 2013). Of course, as important, dropout effects are prima facie associated
with change. We return in Section 7.5 to the interplay between representativity, cross-sectional
classification and longitudinal effects revealed in the detailed reanalyses of the Women’s Health
Initiative’s (WHI’s) results on side effects of postmenopausal hormone therapy.

5.5. Relationship to missing data
Many enrolment issues are cognate or identical to those for missing data. If sample inclusion
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does not depend on attributes that associate with the attributes of interest, then the sampling
process is ignorable relative to those attributes. A sampling plan that depends on measured
attributes that associate with target outcomes is analogous to missingness at random, and the
sampling process can be made ignorable by weighting by correct propensities, or use of a model
that correctly relates these attributes or the related sampling propensities to the target outcome.
However, computing these propensities depends on development of a sampling frame and an
explicit sampling plan, neither of which is available for self-enrolment studies. More generally,
even if propensities are available for identified attributes, if sample inclusion also depends on
unmeasured attributes or in the extreme case on the target attribute, the structure is analogous
to missingness not at random. In this case, validity is by no means assured.

6. Selection effects induced by informed consent

Informed consent can exert strong selection effects on study or survey participation, but the
final verdict has yet to be delivered about their magnitude and type. Put simply, the consent
process may be a filter that lets through a population that is different from that of the desired
referent. Tu et al. (2004) reported strong effects:

‘Obtaining written informed consent for participation in a stroke registry led to important selection
biases, such that registry patients were not representative of the typical patient with stroke at each
center. These findings highlight the need for legislation on privacy and policies permitting waivers of
informed consent for minimal-risk observational research. Variation in consent process and content
affects participation and therefore representation.’

However, Rothstein and Shoben (2013), their discussants and an editorial communicated a
variety of views and examples that range from weak to strong selection effects associated with
consent. Some commentators have faith in statistical adjustment ‘cures’, whereas others do not;
some propose ways to reduce the bias; some argue that consent is an unnecessary filter for some
types of research.

A consent process is by no means the only factor that is associated with refusal to partici-
pate. We do not extensively explore this issue but stress the importance of identifying a target
population, collecting information on its attributes that potentially associate with the decision
to participate and with outcome(s), and thereby be able to conduct weighting adjustments and
sensitivity analyses. However, ethical requirements in obtaining informed consent may make it
difficult to obtain sufficient information about non-participants to identify the sampling frame.

7. Overarching inferential goals and approaches

The foregoing discussion leads to a discussion of population-based inferential goals and meth-
ods. Epidemiological studies traditionally focus on internal validity; surveys are primarily
focused on validity for a more general reference population of which the sample is only a sub-
set. Internal and external validity are to a degree in conflict, because within-sample precision
is enhanced by studying relatively homogeneous participants or animals under well-controlled
conditions, whereas external validity generally requires a study sample that is more representa-
tive of the external world. At least two factors have reduced the contrast. As mentioned, pure
form surveys are difficult or impossible to conduct, and policy goals encourage being able to
make at least reasonable inferences for an identified population. Methodological advances in
statistics (propensity weighting, double-robustness,: : :) and in computer science (record match-
ing) coupled with the availability of ‘big data’ empower addressing population goals.
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7.1. Randomization’s roles
A principal role of randomization in clinical and field studies is to eliminate or to reduce con-
founding substantially, especially with respect to unmeasured attributes. Similarly, survey data
collected by using a predetermined sampling plan confer this benefit in that weights are available
to eliminate confounding and lack of representation via either a design-based or model-based
analysis. Royall (1976) provided a discussion of the fundamental issues including the role of
randomization as a basis for inference, as a way of balancing on unmeasured potential con-
founders and of protecting from unconscious bias, and as a way to assure fairness. He discussed
the problems with using randomization as the basis for inference and proposed model-based
alternatives, with superpopulation models as an attractive unification. His paper is altogether a
rewarding read.

Epidemiological and clinical studies that purport to make generalizable conclusions need
to operate at least to a degree as a survey. For example, Mumford et al. (2015) addressed the
question how long does it take to become pregnant in the real world and not in an artificially
constructed environment (an effectiveness rather than an efficacy question)? A survey with a
related goal would have to generate a sample that can be mapped back to a population that
represents such a world (see Keiding and Slama (2015)). With the complexities of the real world,
it would be daunting at best to obtain an effective sample without reliance on random sampling
(not necessarily simple random sampling) to deal with unmeasured (actually, unmeasurable)
confounders.

7.2. Definition and history of representative sampling
The concept of representativeness is central to our discussion, and we refer to the treatment by
Kruskal and Mosteller (1979a,b,c, 1980). In this series of four detailed papers they surveyed
the use of the term ‘representative sampling’ in the non-scientific literature, scientific literature
(excluding statistics), current statistical literature and the history of the concept in statistics,
1895–1939. ‘Representative’ had been taken to mean many things, more or less connected to
technical meanings of the word, but always with a positive connotation. Kruskal and Mosteller
(1979c) enumerated and explained nine different meanings in the statistical literature:

(a) general acclaim for data (the term representative essentially used in a positive rhetorical
fashion);

(b) absence of selective forces (in the sampling process);
(c) the sample as a miniature of the population;
(d) representative as typical;
(e) coverage of the population’s heterogeneity;
(f) representative sampling as a vague term that is to be made precise;
(g) representative sampling as a specific sampling method;
(h) representative sampling as permitting good estimation;
(i) representative sampling as sufficiently good for a particular purpose.

The final paper (Kruskal and Mosteller, 1980) outlined the history of representative sampling
in statistics 1895–1939. The Norwegian official statistician Anders Nicolai Kiær created con-
siderable controversy in official statistical circles, as particularly expressed in discussions in the
International Statistical Institute starting with Kiær (1896), by pioneering the study of a sample
rather than recording the full population. During the first decades of the 20th century sam-
pling was gradually accepted in official statistics: not only simple random sampling, but also
cluster sampling and in particular stratified random sampling. Stratified random sampling was
contrasted with ‘purposive selection’ in the landmark Royal Statistical Society discussion paper



332 N. Keiding and T. A. Louis

by Neyman (1934) with which Kruskal and Mosteller ended their historical survey. Neyman
quoted from Jensen (1926):

‘In the selection of that part of the material which is to be the object of direct investigation, one or the
other of the following two principles can be adopted: in certain instances it will be possible to make
use of a combination of both principles. The one principle [simple random sampling] is characterized
by the fact that the units which are to be included in the sample are selected at random. This method
is only applicable where the circumstances make it possible to give every single unit an equal chance
of inclusion in the sample. The other principle [purposive sampling] consists in the samples being
made up by purposive selection of groups of units which it is presumed will give the sample the same
characteristics as the whole.’

The later method of ‘quota sampling’—aiming at obeying equal marginal proportions in sample
and population—is a version of purposive sampling. The use of quota sampling is regarded as a
main component in the famous failure of the opinion polls ahead of the US Presidential election
in 1948 (Mosteller, 2010).

7.3. Should representativeness be avoided?
Contrary to the many positive meanings of representativity collected by Kruskal and Mosteller,
the Miettinen (1985) declaration quoted in Section 3.1 has generated a strong scepticism about
representativity among some epidemiologists. Rothman et al. (2013a) opened a ‘point–coun-
terpoint’ debate in the International Journal of Epidemiology with a contribution with the title
of the above subheading. Rothman and his colleagues (and most of the other contributors to
this discussion) apparently equated ‘representative sampling’ to simple random sampling, as
seen, for example, in their several recommendations of a much better idea—what we would call
stratified random sampling, for which there is still a clear, and important, sampling frame. The
explanation

‘Thus, if you have a sample that is representative of the sex distribution in the source population, the
results do not necessarily apply either to males or to females, but only to a hypothetical person of
average sex : : :’

reveals a clear misunderstanding of generalizability of findings from surveys. Furthermore,
Rothman et al. (2013a) concluded, that

‘As initial steps, surveys may help to seed hypotheses and give a push toward scientific understanding, but
the main road to general statements on nature is through studies that control skillfully for confounding
variables and thereby advance our understanding of causal mechanisms. Representative sampling does
not take us down that road.’

This statement does not make sense in the ordinary meaning of representative sampling as
a survey with a known sampling frame and transparent sampling structure and it forgets to
explain how to handle unmeasured confounders that hamper transportability—the place where
randomization can often play a pivotal role.

Commentaries by Elwood (2013) and Nohr and Olsen (2013) were generally supportive of
the views of Rothman et al. (2013a). A somewhat more reflected contribution was by Richiardi
et al. (2013) where a key statement seems to be that

‘Valid scientific inference is achieved if the confounders are controlled for, and there is no reason to
believe that control of confounding can be more easily achieved in a population-based cohort than in
a restricted cohort.’

Again, what do we do about the unobserved confounders and their role in generalizing the
findings?
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The editors of the International Journal of Epidemiology in Ebrahim and Smith (2013) seemed
to be overwhelmed by the unanimity of their discussants and apparently tried to cool the icon-
oclasm a little:

‘We are concerned that this notion will become accepted wisdom in epidemiology without its impli-
cations having been thought through, and feel that representativeness should neither be avoided nor
uncritically embraced, but adopted (or not) according to the particular questions that are being ad-
dressed’.

The editors went on to specify their objections under the following five headings, all illustrated
with concrete epidemiological examples: ‘Some uses of epidemiology require representative
samples’; ‘Non-representative study groups may produce biased associations’; ‘Scientific gener-
alization: animals and randomized controlled trials’; ‘The road to non-representative studies’;
‘Epidemiology in the big data world’. They ended with the following somewhat tame statement:

‘We feel that representativeness should neither be avoided nor uncritically universally adopted, but its
value evaluated in each particular setting.’

In their rebuttal, Rothman et al. (2013b) among other things responded to a hypothetical
example by Ebrahim and Smith (2013) about the necessity of controlling for differential health
awareness between self-selected participants and non-participants. Rothman et al. (2013b) relied
on a sampling frame to defend their approach:

‘The bias could be controlled, with or without representative sampling, by measuring and controlling
for health awareness, using information about health-seeking behavior such as medical screening visits,
influenza vaccinations and other indicators of the selection factor underlying their concern’.

In an unrelated paper, motivated by the difficulties in obtaining generalizable evidence from
hidden and hard-to-reach populations, Wirth and Tchetgen Tchetgen (2014) provided a clear
counterpoint to the majority view in the above discussion by nicely summarizing the need to
attend to survey goals. In the opening sentence of their discussion they stated that

‘It has been argued that, despite the unequal selection induced by the design of complex surveys,
analyses that treat the sampled data as the population of interest remain valid. Using a DAG [directed
acyclic graph] framework, we show that this will depend on knowledge about the relationships among
determinants of selection, exposure, and outcome. If the determinants of selection are associated with
exposure and outcome, failure to account for the sampling design may result in biased effect estimates.
This includes settings where determinants of selection are the exposure or outcome under study.’

7.4. The role of ‘big data’
There is the potential for big data to evaluate or calibrate survey findings, to help to broaden an
inferential frame by providing weights that transport within-study findings, to supplement or
complement information gathered by traditional surveys and to help to validate cohort studies.
The following examples are included to encourage increased use, with the potential increasing
as the breadth, depth and accessibility of big data also increase.

Japec et al. (2015) provided a comprehensive survey of the promise and cautions that are
associated with use of big data in the survey context, with most issues applying more generally.
Japec et al. (2015) noted that

‘The term Big Data is used for a variety of data as explained in the report, many of them characterized
not just by their large volume, but also by their variety and velocity, the organic way in which they are
created, and the new types of processes needed to analyze them and make inference from them’.

Their report gives examples of how data from the ‘PriceStats index’ tracks well with the offi-
cial consumer price index, of information provided by monitor-collected, time-of-day vehicle
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passings that can be used for assessing infrastructure needs, and a host of others. They summa-
rized potential benefits.

(a) ‘The benefits of using Big Data to improve public sector services have been recognized but the costs
and risks of realizing these benefits are non-trivial.’

(b) ‘Big Data offers entirely new ways to measure behaviors, in near real-time. Though behavioral mea-
sures are often lean in variables.’

(c) ‘Big Data offers the possibility to study tails of distributions.’

Ansolabehere and Hersh (2012) reported on very sophisticated and careful analyses of the
discrepancies between actual and survey-reported voting behaviour in the USA, showing that

‘: : : the rate at which people report voting in surveys greatly exceeds the rate at which they actually vote.
For example, 78% of respondents to the 2008 National Election Study (NES) reported voting in the
presidential election, compared with the estimated 57% who actually voted.’

The 57% came from voting records (a form of ‘big data’). Explanations for the discrepancy
include misreporting (possibly due to the social desirability of reporting to have voted), sample
selection and poor record keeping. On the basis of a deep dive into causes, they reported that

‘We validate not just voting reports (which were the focus of the NES validation), but also whether
respondents are registered or not, the party with which respondents are registered, respondents’ races,
and the method by which they voted. Validation of these additional pieces of information provides
important clues about the nature of validation and misreporting in surveys. Several key findings emerge
from this endeavor. First, we find that standard predictors of participation, like demographics and
measures of partisanship and political engagement, explain a third to a half as much about voting
participation as one would find from analyzing behavior reported by survey respondents.’

Note that the magnitude of associations between personal attributes and voting participation
computed by using the survey data do not transport to those computed by using administrative
records. This lack of transportability identified via administrative records is probably quite
general and shows the value of using ‘big data’ to conduct research on surveys (as distinct from
survey research).

7.4.1. Case-study: big data to validate a clinical trial in Denmark
We now move to more fully developed examples, starting with the Danish Breast Cancer Co-
operative Group which was started in 1978 with the dual aims of improving therapy of primary
breast cancer in Denmark and facilitating scientific studies of breast cancer treatment (Blichert-
Toft et al., 2008a). In Denmark, breast cancer is overwhelmingly treated at the public hospitals,
which are free of charge. The programme registers almost all primary breast cancer cases in
Denmark, with about 80000 cases registered by the 30-year anniversary in 2008. For each case
extensive details on the tumour and the treatment are stored. Several waves of randomized trials
of surgical techniques and of adjuvant therapy have been conducted within this framework, all
in principle with the complete Danish population of women (usually stratified by age and/or
menopausal status) as sampling frame. One such trial (DBCG-82TM) ran from 1982 to 1989
and regarded breast conserving surgery against total mastectomy (Blichert-Toft et al., 2008b).
On the basis of the trial results the Group decided in 1989 to recommend breast conserving treat-
ment as a standard treatment option for suited breast cancer patients in Denmark. The question
was, as always, how this general recommendation would work in the real world beyond the trial
setting.

The national character of the Danish Breast Cancer Cooperative Group allowed a population-
based study (Ewertz et al., 2008), since almost all cases of primary breast cancer in Denmark were
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registered in the Group’s database and follow-up to death of all patients was possible through
the Danish personal registration system. The results were encouraging; women younger than
75 years and operated on during the first 10 years after the recommendation (1989–1998) were
followed up for 15 years. The results on survival, locoregional recurrences, distant metastases
and benefit from adjuvant radiotherapy closely matched those of the clinical trial.

7.4.2. Representativity of cohort studies in the Nordic countries
The detailed population registries in the Nordic countries facilitate studies of representativity
of key demographic variables for cohort studies. We quoted in Section 2.4 two recent validation
studies, Nummela et al. (2011) from Finland and Langhammer et al. (2012) from Norway,
casting some doubts on the representativity of their cohort studies as well as two other validation
studies, Nohr et al. (2006) from Denmark and Nilsen et al. (2009) from Norway, which were
more optimistic.

Andersen et al. (1998) compared mortality among participants in three cohorts recruited in
the Copenhagen area to relevant background mortality to elucidate the problem that

‘Often, the calculated relative risk of being exposed may be correct even in highly selected populations,
but there is a risk of bias if other causes for the disease under study or confounders not taken into account
in the analysis are differently distributed among the participating subjects and in the population that
is target for generalization (see Rothman, 1976). Many factors associated with disease and death differ
between participants and non-participants either because they are implicit in the selection criteria or
because of the self-selection.’

(Note the focus on unmeasured confounders.) The analysis showed survivor selection in all
cohorts (recruited participants being healthier at baseline than non-recruited individuals), which
persisted beyond 10 years of observation for most combinations of age and sex.

7.5. Case-study: representativity issues in the Women’s Health Initiative
We discuss representativity issues in the reanalyses of the WHI studies of possible side effects
of postmenopausal hormone replacement therapy (HRT). By the early 1990s several observa-
tional studies had suggested that HRT reduces the risk of coronary heart disease (CHD) by about
40–50%, with similar effects for oestrogen-alone and oestrogen-plus-progestin treatment. How-
ever, there was also substantial observational evidence of increased breast cancer risk, particu-
larly for the combination treatment.

On this basis two randomized trials (one for each type of treatment) as well as an observational
cohort study on HRT were included in the WHI (see Prentice et al. (2005b) for an introduction
from a statistical viewpoint). More than 10000 women were randomized to the oestrogen-only
trial whereas more than 16000 women were randomized to the combination treatment trial. In
2002, the data and safety committee judged the health risks to exceed benefits in the second of
these trials, which was stopped early after an average of about 5.5 years. For details see Rossouw
et al. (2002), which is a landmark paper with 8311 citations by June 14th, 2015, in the Web of
Science. The first trial was also stopped early, in 2004. These results had a profound effect on
the use of HRT, which decreased dramatically worldwide.

At first sight the results from the randomized trials seemed to be at substantial odds with
the earlier as well as the concurrent observational evidence. However, through hard work, skill
and patience, the combined efforts of WHI researchers and colleagues outside the project have
resulted in almost complete transparency: it does seem feasible to interpret all the evidence as
being consistent (see Vandenbroucke (2009) for an easy-going general introduction).

We indicate some of the major findings of these extended post-publication activities. Of par-
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ticular interest for our main focus of representativity is the debate about the deviation of the
results on risk of CHD between the clinical trial of combination therapy and the previous evi-
dence based on observational studies, as well as the comparison with the parallel observational
cohort. As stated by Lawlor et al. (2004) with reference to Rossouw et al. (2002),

‘Women in the WHI trial were older than the typical age at which women take HRT and were more
obese than the women who have been included in the observational studies’,

which is a genuine representativity issue that played an important part in the following discus-
sions.

The CHD risk was reanalysed carefully by Prentice et al. (2005a,b), who found that the
traditional analysis technique using the Cox proportional hazards model was insufficient, since
the hazard ratio between the treatment and control groups was strongly dependent on the
current duration of treatment. Introduction of time-stratified hazard ratios cleared up this issue
with the conclusion that there was no significant difference between effect estimates in the
randomized trial and the observational studies, when due consideration was taken of the widely
different distributions of time since initiation of oestrogen-plus-progestin treatment. In other
words, the apparently different results for the clinical trial and the observational study could
be explained when statistical analysis accommodated the different sampling frames that the
study samples represented, exemplifying very convincingly that it may be dangerous to ignore
representativity.

A further, highly innovative reanalysis by Hernán et al. (2008) (who had no part in the original
WHI analysis) attempted to ‘emulate’ an intention-to-treat analysis (known from randomized
trials) of results from the observational Nurses’ Health Study. We refrain from reporting de-
tails here, and we conclude only that this effort also reconciled results which had so far been
considered widely different. A companion analysis by Toh et al. (2010a,b) took in a sense the
opposite approach by developing adherence-adjusted analyses (which are standard in observa-
tional studies) of results from the randomized WHI trial, again with the conclusion that the
randomized trials and the observational studies yield compatible results.

Recent authoritative clinical overviews include the detailed report by Manson et al. (2013)
on the clinical trials and a concise, broader survey by Rossouw et al. (2013). These build in
essential ways on the careful statistical and epidemiological work that was outlined above. As
might be expected, it would be wrong to summarize the complex conclusions from these studies
very briefly, and we must refer to the original references for the detailed substantive results.
Here we quote the conclusion of the abstract of Rossouw et al. (2013) summarizing the clinical
recommendations:

‘Based on Women’s Health Initiative data, the use of menopausal HT for fewer than 5 years is a reason-
able option for the relief of moderate to severe vasomotor symptoms. The risks seen with estrogen plus
progestin therapy suggest careful periodic reassessment of the ongoing therapy needs for women taking
estrogen plus progestin therapy. The more favorable profile of estrogen therapy allows for individualized
management with respect to duration of use when symptoms persist. For both estrogen therapy and
estrogen plus progestin therapy, the baseline risk profile of the individual woman needs to be taken into
account. Menopausal HT is not suitable for long-term prevention of CHD given risks of stroke, venous
thromboembolism, and breast cancer (for estrogen plus progestin therapy) found in both clinical trials
and in observational studies.’

8. Convergence of goals and methods

The goals of epidemiological studies and sample surveys are compatible. In each domain, high
quality studies need to be internally valid, with sufficient precision to address the primary
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objectives successfully. As we discuss in Section 1, traditional surveys prime facie address exter-
nal validity by taking a probability sample with known selection probabilities so that weighting
can transport internal prevalences and associations to a well-defined reference population. Tra-
ditionally, epidemiological studies have not explicitly given external validity a high priority, the
premise being that the internal world is a good surrogate for the external. However, there is
considerable convergence; use of Internet-based surveys and Internet-based enrolment poses
similar challenges for both domains due to selection effects and the inability to develop sam-
pling weights for explicit extrapolation. Furthermore, the prevalence of epidemiological studies
that identify external validity as at least a secondary goal increases, with the attendant need to
approximate a reference population and sampling weights. Innovations in data collection and
analysis have the potential to broaden inferences, and doing so should be a top consideration
in design, conduct, analysis and reporting of surveys and epidemiological and clinical studies.
There are encouraging trends in this direction, but there is a long way to go. We elaborate below.

8.1. Survey goals and methods in epidemiological and experimental studies
Historically, experimental studies in humans have focused on internal validity and only infre-
quently given a high priority to identifying a reference population, but there is always at least an
implicit need to broaden inferences beyond the study population. Without such broadening, it
would not be worth conducting the study. The implicit hope is that, though levels (e.g. of blood
pressure) may not be generalizable, internal comparisons (e.g. cross-sectional randomization
group comparisons, longitudinal, within-individual changes and regression slopes) to a good
approximation generalize. However, this transportability is by no means guaranteed, and there
is increasing attention to the reference population in both design and analysis, especially for
studies that address both scientific and policy goals (we quoted a concrete example in Section
7.4.1 about the Danish Breast Cancer Cooperative Group).

Although randomization in some form is very beneficial, it is by no means a panacea. Trial
participants are commonly very different from the external patient pool, in part because of self-
selection, but also because of the location of the study centre, and availability of resources that
are needed to participate (transportation, child care, : : :). Weisberg (2015) encouraged direct
attention to generalization in design, conduct and analysis:

‘The primary emphasis in most RCTs is on internal validity (establishing causality). Toward this end, it
may be necessary to impose restrictive entry criteria in recruiting patients. Much less attention is paid in
both analysis and reporting to the implications for patients who may differ in varying ways and degrees
from the specific homogeneous population studied. However, such considerations of external validity
are vital for the practising physician.’

When informing policy, inference to identified reference populations is key, and both methods
development and application to achieve this goal burgeon (Frangakis, 2009; Greenhouse et al.,
2008; Pressler and Kaizar, 2013; Schumacher et al., 2014; Stevens et al., 2007; Stuart et al., 2011;
Stuart, 2014; Turner et al., 2009; Weiss et al., 2012). Stuart et al. (2011) discussed weighting and
other methods, including computing a propensity score difference between those in and those
not in the trial, and illustrated with application to a behaviour modification study. Of course,
these analyses require that data are available to estimate propensities via a sampling frame. Stuart
(2014) provided an excellent review of issues and provided examples from studies of suicide and
human immunodeficiency virus and acquired immune deficiency syndrome. She noted that

‘there are three main design strategies used to increase the generalizability of randomized trial results: (1)
actual random sampling from the target population of interest, (2) practical clinical trials or pragmatic
trials (e.g, Chalkidou et al., 2012), which aim to enroll a more representative sample from the start, and
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(3) doubly randomized preference trials (Marcus, 1997; Marcus et al., 2012), which allow researchers
to estimate the effect of randomization itself.’

Greenhouse et al. (2008) provided another example using a suicide study, and Pressler and
Kaizar (2013) outlined methods including a discussion of generalizability bias, and illustrated
with a comparison of two obstetric procedures. Sutcliffe et al. (2012) confirmed that some
epidemiologists do attend to survey goals. The broader community should take note and take
action.

Experimental and epidemiological studies can benefit from use of the Internet and social
media to attract potential participants. For example, the study of Schisterman et al. (2014) used
Facebook� as a recruiting mode (E. F. Schisterman, personal communication), but enrolment
still depended on qualifying for the study. This use of the Internet causes little concern over that
associated with traditional recruitment methods and may be the most effective way to accrue
to well-designed studies.

Many studies occupy the middle ground between focus only on inference to the studied pop-
ulation and inference that depends on accommodating the sampling plan. For example, Zhang
et al. (2014) used multilevel regression and post-stratification using data from the ‘Behavioral
risk factor surveillance system’ to assess prevalence of chronic obstructive pulmonary disease
in small areas. Many other studies, especially those using information from surveys, are careful
to incorporate weights, at least for targeting the defined reference population. Hartman et al.
(2015) put extrapolation in a causal analysis framework when combining information from
experimental and observational studies to estimate population treatment effects. This work,
although independent of Pearl and Bareinboim (2014), has a similar spirit. The increasing inci-
dence of these types of study synthesis is a pleasing and beneficial trend.

8.2. Epidemiological or experimental goals and methods in surveys
Research in the survey domain is comprised of two distinct, but related, activities; survey research
(asking questions of respondents) and research on surveys (evaluating innovations in survey
conduct and analysis). Both activities are adopting, in some cases readopting, the goals and
methods from the epidemiological and experimental domains, but technology transfer is greater
for research on surveys, because its goals are essentially identical to those for epidemiological and
experimental studies. For example, research on surveys entails observational and experimental
studies, with internal validity of at least coequal status to external. The full armamentarium
of observational and experimental designs and analyses is gaining traction (see, for example,
Biemer and Peytchev (2013) and Luiten and Schouten (2013)).

8.2.1. Current trends in survey analysis
Traditionally, surveys were analysed by using the design-based paradigm, but the trend is
towards an eclectic combination of design- and model-based approaches. In all situations,
modelling is needed to accommodate non-response, dropouts and other forms of missing data.
For example, non-response requires a combination of imputation and adjustment of weights,
both relying on models dealing with missing data (see Rao et al. (2008)). Even with complete
data a design-based estimate for a small demographic or geographic domain can have an un-
acceptably high variance, and modelling is needed to stabilize estimates (see Bell et al. (2013)
and Opsomer et al. (2008)). Stabilization is driven by legal requirements and the need to make
inferences for small geographical or sociodemographic domains. And, calibrated, design consis-
tent, Bayesian methods that respect the sampling process are (slowly) gaining favour (see Little
(2004, 2012) for examples).
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Use of modelling has moved the survey culture considerably towards the epidemiological,
and we encourage movement of the latter towards the former. The format and goals of model-
assisted, design-based inference are fundamental to strategic approaches for dealing with con-
founding in epidemiological studies. For example, doubly robust approaches (Kang and Schafer,
2007; Lunceford and Davidian, 2004) are the progeny of model-assisted inference. So, it is a
little odd that some epidemiologists dismiss the need to attend to the sampling plan in advance
of or following data collection. However, approaches to causal analysis including standard co-
variate adjustment, principal strata (see Cuzick et al. (1997) for an early example), potential
outcomes and g-estimation depend on selection propensities or stratification and so are exam-
ples of model-assisted, design-based inference. They provide an effective bridge between the
survey and epidemiological communities.

8.3. Some optimism and some caution
There is a growing literature on participation factors and consequences; the conclusions are
neither uniformly positive nor negative. Some studies judge that the trend towards self-enrolment
and Internet-based studies can be valid; others identify cautions. For example, in a recent issue
of the Statistical Journal of the International Association of Official Statistics (the Association is
part of the International Statistical Institute), former President of the International Statistical
Institute D. Trewin reported on a session ‘What are the quality impacts of conducting high profile
official statistical collections on a voluntary basis?’ at the World Statistics Congress organized
by the International Statistical Institute in Hong Kong in 2013 (see Trewin (2014)). A main issue
is the increased risk of survey non-response, where Trewin pointed out that non-response

‘: : : is one of many sources of error in a survey: : :. The non-response rate is not necessarily a good proxy
for non-response bias. The bias depends on the extent to which the characteristics of respondents differ
from those of non-respondents : : :. The lesson is that rather than focusing just on response rates, there
is a need to focus on representativeness.’

Trewin acknowledged the existence of methods (such as post-stratification) for correcting for
non-response at the analysis stage, but commented that

‘In my view, adjusting for non-response at the estimation stage is the non-preferred option. The emphasis
should be on the design stage. This includes consideration of which auxiliary variables should be used
in stratification.’

The presentations by other participants in the International Statistical Institute session (see
Bethlehem and Bakker (2014), Hamel and Laniel (2014), Kott (2014) and Lynch (2014)) provided
some support for and some disagreement with Trewin.

In their assessment of participation in a longitudinal, nutrition cohort study, Méjean et al.
(2014) documented the motives of self-selected participants:

‘The use of the Internet, the willingness to help advance public health research, and the study being
publicly funded were key motives for participating in the Web-based NutriNet-Santé cohort’.

And

‘These motives differed by sociodemographic profile and obesity, yet were not associated with lifestyle
or health status.’

We encourage such documentation in other contexts.
Keeter (2014) discussed the trend towards low response rates and declining participation

in telephone election polls, which is the bad news. However, participation rates via mobile
phones appears to be stable, which is the good news. Galea and Tracy (2007) documented
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declining participation rates, with reasons including the proliferation of studies, a decrease in
volunteerism in the USA and the need for personal salience. This decline is counterbalanced to
a degree by the finding that the decline in participation does not seem to be strongly associated
with end points. All in all, the final verdict has not yet been delivered about the consequences
of Web-based and other self-enrolment methods.

9. Discussion

We summarize our thesis with three points.

(a) Justifying epidemiological generalization is difficult concrete work (the WHI being a star
example) and declarations that encourage bypassing this are unhelpful.

(b) The real representativity issue is whether the conditional effects that we wish to transport
are actually transportable.

(c) Increased cross-fertilization between the epidemiological and survey domains will benefit
science and policy.

Valid transportability is challenging. It depends on collecting and accurately measuring the
principal attributes that associate with both enrolment and outcomes, and then using these
appropriately in the analysis with some combination of using propensity scores, covariate ad-
justment and instrumental variables. Getting these right is demanding even in well-designed
studies let alone those based on self-enrolment via the Internet or other routes. These issues
must be addressed in epidemiological studies as well as in surveys.

Epidemiologists are leading developers and users of propensity models, doubly robust ap-
proaches and other model-assisted analyses, many of which have their roots in survey sampling.
Although these are used primarily to adjust within-study comparisons, we have been surprised
about the energetic resistance on the part of influential epidemiologists of the importance of
designing a study to increase the validity of these and related approaches in making inferences
to a reference population. Similarly, though the survey community does pay careful attention
to representation within a usually narrow frame, it needs to adopt and develop methods that
support transportability.

All communities need to consider the perils and potentials of self-selection. Those conducting
studies and surveys on which policy or other important decisions are based must maintain
quality and trust. Doing so requires anchoring to protocol-driven enrolment or probability-
based sampling, departing from these only when absolutely necessary and when quality can be
maintained.

Harris et al. (2015a), debriefing on lessons learned in on-line recruiting, and the associ-
ated commentary (Allsworth, 2015) and response (Harris et al., 2015b) provided a reprise on
issues including whether representation is necessary, the too narrow definition of it by many
epidemiologists and the similarity of issues in the epidemiological and survey worlds. In sum,
epidemiological studies can benefit from incorporating survey goals; surveys can benefit from
epidemiological analyses. Both can benefit from clearer identification of goals, a broadening
from beyond the sample under study or the preidentified reference population. We do not ex-
pect or require that the goals and approaches of the epidemiological and survey communities
will completely converge, but we encourage them to adopt a common set of principles that
structure and empower convergence.
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Appendix A: Estimating a population mean

We consider the basic example of estimating a population mean, specifically the average length of stay
(LOS) for hospitals in a specific domain. The issues generalize to estimation of a regression slope, a
longitudinal change or other parameters of interest. As an additional simplification, we assume that the
target population consists of five hospitals, that a random sample of medical records for each hospital is
obtained (in a more complex design the five hospitals would be a sample from a larger universe) and that
the within-hospital LOS variance σ2 is a known constant.

Table 1 displays the observed and the population information and Table 2 three estimates each addressing
a different inferential goal:

(a) to produce the minimum variance estimate of the population LOS,
(b) to give each hospital equal weight or
(c) to produce the minimum variance unbiased estimate MVUE.

The minimum variance estimate is directly available via inverse variance weighting, producing the first
row in Table 2. The second row of Table 2 is a straightforward consequence of equal weighting, with these
weights possibly reflecting a policy goal.

Computing the unbiased estimate requires knowing the (relative) size of each hospital. These are the
‘Population information’ in Table 1 and, if known, the population weights are available as are the patient-
specific relative propensities fj=pj . Using population weights on the hospital means (equivalently, weight-
ing individual patients by reciprocal propensity) produces the third row of Table 2. Because the relative

Table 1. Constructed LOS data from five hospitals

Hospital Observed information Population information Patient relative
propensity fj=pj

Number % of sample Mean Variance Hospital % of total
sampled nj 100fj LOS Yj σ2

j size population 100pj

1 30 20 25 σ2/30 100 10 2.00
2 60 40 35 σ2/60 150 15 2.67
3 15 10 15 σ2/15 200 20 0.50
4 30 20 40 σ2/30 250 25 0.80
5 15 10 10 σ2/15 300 30 0.33

Total 150 100 1000 100

Table 2. Weights, weighted averages and relative variances†

Estimator Hospital-specific μ̂(w) Variance ratio
weights w 100(variance/min-

imum variance)

Minimum variance 0.20 0.40 0.10 0.20 0.10 29.5 100
Equally weighted 0.20 0.20 0.20 0.20 0.20 25.0 130
Unbiased 0.10 0.15 0.20 0.25 0.30 23.8 172

†Reciprocal variance weights produce the minimum variance estimate; population
weights (the pj) produce the unbiased estimate; equal weights may address the policy
goal of giving each hospital equal weight. The first two rows are available from the
sample information; the third row requires population information.
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propensities are far from 1.0, using these weights induces a variance increase of 72% over the mini-
mum variance estimate, which in many contexts is a high price to pay for unbiasedness. Rather than
pay this price, targeting a low mean-square error MSE = variance + bias2 estimate is attractive. If the
pj are available, relatively low MSE can be achieved either by using a compromise between the min-
imum variance and the MVUE-weights, or by stabilizing the hospital-specific estimates and applying
the population weights (see Gelman (2007) and Pfeffermann (1993) for discussion of this and related
issues).

Even if the hospital sizes, and therefore the pj , were not available when the sample was taken, ad-
ministrative data (a form of ‘big data’) might be available to provide good estimates of them, allowing
computation of MVUE or a compromise estimate. However, as Chang and Krosnick (2009) and Yeager
et al. (2011) reported, in many contexts use of such information to improve estimates can be effective but
is not competitive with a carefully conducted, probability-based survey.

Finally, we note that the sample in Table 1 is not ‘representative’ in the narrow sense that was used by
Rothman et al. (2013a) because it is not self-weighting, i.e. MVUE uses weights that are different from
those producing the minimum variance estimate. However, if the pj are known, the sample is representative
in the commonly accepted sense.
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Discussion on the paper by Keiding and Louis

Miguel A. Hernán (Harvard University, Boston)
Keiding and Louis wisely appeal for statisticians and other investigators to join forces. Together they can
better address the methodologic problems that are raised by the selection of individuals in surveys, epidemi-
ological studies and other research endeavours involving human subjects. A sensible first step to combine the
knowledge accumulated by different disciplines is to develop a common framework for the study of selection
biases. Here, besides a vote of thanks to Keiding and Louis, I also propose an outline for that framework.

Fig. 1 shows three levels of selection in human studies:

(a) from humankind to target population,
(b) from target population to target sample and
(c) from target sample to actual sample.

The first two levels are under the investigators’ control: investigators decide their targets. The third level is
not: whether and when individuals participate in human studies is influenced by their own decisions and
by other factors. Considering each selection level separately helps to categorize disagreements between
investigators and to determine which disagreements are statistical.

First, the selection of the target population is determined by the (scientific, policy) question at hand.
Investigators use their expert knowledge to specify both the parameter of interest and the eligibility criteria
that characterize the target population. For example, they may want to describe the mean time to pregnancy
among nulliparous women who tried to conceive in Denmark between 2000 and 2010. At this selection
level, there may be subject matter disagreements about the relevance of the target population, but there is
no selection bias.

Second, the selection of the target sample is guided by the principle that the parameter estimate should be
unbiased for the parameter in the target population. No bias is expected under random sampling from the
target population, but random sampling is often impractical. Thus investigators use their expert knowledge
to define a non-random sampling procedure that, they believe, will result in no bias, i.e. no bias is expected
by the investigators under non-random sampling (otherwise they would have chosen a different sampling
procedure). In our example, if the target sample is nulliparous women who tried to conceive in Denmark
between 2000 and 2010 and who had Internet access, the investigators are assuming that the average time
to pregnancy is approximately equal among women with and without Internet access. As Keiding and
Louis illustrate, disagreements about the sampling procedure lead to claims of selection bias, but again the
discussion typically revolves around subject matter, not statistical, issues.
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Fig. 1. Framework for selection in human studies

Third, the actual sample may differ from the target sample because of a number of selection processes
that were not intended by the investigators. For example, younger women may be more likely to answer
a questionnaire. If age affects the probability of conception, the average time to pregnancy in the actual
sample differs from the time that would have been observed in the target sample. Because the difference is
partly due to systematic differences between older and younger women, we say that there is selection bias.
At this level of selection we may find disagreements about

(a) the characterization of the factors that, like age in our example, cause bias and
(b) the optimal procedure to adjust for those factors.

Disagreements of type (a) result from variations in expert knowledge and beliefs among investigators.
These are again subject matter, not statistical, disagreements. Disagreements of type (b) can be genuinely
labelled as statistical.

The conceptual framework that is depicted in Fig. 1 may facilitate the interdisciplinary conversations
about selection bias that Keiding and Louis encourage. Take the concepts of generalizability and trans-
portability, which are sometimes used to denote lack of selection bias. One possible interpretation of
generalizability is an unbiased parameter estimate in the actual sample for the parameter in the target
population; one possible interpretation of transportability is an unbiased parameter estimate in the actual
sample for the parameter in another target population.

This discussion has focused on studies with a descriptive aim: estimation of a functional of the distri-
bution of some variable(s) in a target population, e.g. the mean time to pregnancy. In descriptive studies,
selection bias is a synonym for lack of external validity. Keiding and Louis consider also studies with a
causal aim: estimation of the comparative effect of different courses of action on the distribution of some
variable(s) in a target population, e.g. the effect of cigarette smoking on the mean time to pregnancy. In
comparative studies, selection bias may mean either lack of external validity or lack of internal validity,
and it may arise even when defining the target population (if a collider is incorrectly used as an eligibility
criterion).

As Keiding and Louis vehemently argue, it is time to overcome the barriers that have traditionally
impeded a cross-disciplinary understanding of selection bias. A framework that explicitly references the
level of selection and the aims of the study weakens those barriers. I propose a vote of thanks to Keiding
and Louis.

Peter V. Miller (US Census Bureau, Washington DC) © US Government
I am grateful for the opportunity to comment on this interesting and important paper. In it, Professor
Keiding and Professor Louis provide a thoughtful discussion of the problem of generalization, or external
validity, in epidemiology and in survey research. They urge cross-fertilization of methods that are employed
in each field to address this common inferential issue. I support their call for interdisciplinary research.
At the same time, I want to call attention to issues that need to be addressed in such interdisciplinary
collaboration.
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Keiding and Louis focus most of their attention on the implications of self-selection for the generaliz-
ability of research findings. This is a major concern in survey research now, as volunteer respondent panels
proliferate, in response to the growing expense and declining rates of participation in probability sam-
ple surveys. Are findings from volunteer and probability sample surveys comparable? Can we substitute
one for the other? The authors review research that has tried to answer such questions, but they do not
mention that there are important confounders that must be considered when comparing these two types
of studies. Selection is not the only issue. Volunteer-based surveys often involve self-administered Web
questionnaires, whereas probability sample surveys often involve questionnaires that are administered by
interviewers, face to face or by telephone. Such mode differences can make it difficult to distinguish the
effect of volunteerism from the effects of different measurement conditions. We need to pay more attention
to the internal validity of volunteer–probability sample comparisons.

The authors observe rightly that there is a conflict between internal and external validity, between the
aim of measuring causal relationships in a study and the aim of generalizing the study’s findings to a target
population or context. The conflict lies in the need to control, as much as is possible, confounding factors
that introduce error into causal inferences and the opposing need to ensure that measures that are taken
to limit confounding factors do not restrict broader application of the findings. Special study conditions,
which are desirable for isolating causal relationships, pose threats to the ability to generalize the findings.

Keiding and Louis argue that experience in epidemiology with randomized trials could aid the progress
of survey methodology. There is a long history of experiments in surveys, in which the conflict between
internal and external validity has been played out. Surveys are ‘noisy’ environments for experiments. The
complex interplay between the various components of survey design (sampling, mode of survey contact,
questionnaire design and respondent recruitment) makes it difficult to control all confounding factors
that threaten internal validity (as in the case of volunteer–probability sample comparisons, noted above).
Simplifying the survey design—e.g. using one mode of contact, sampling from a homogeneous population
or shortening the questonnaire—to isolate experimental effects better impairs external validity. Kalton
and Schuman (1982), in a paper that was read to the Royal Statistical Society, observed that discerning
the effect of a single question on responses (internal validity), in the context of a larger questionnaire,
is a slow, daunting and laborious task. They also cited with approval Cannell’s series of experiments on
survey question format and interviewing techniques. But they argued that the findings from these studies
lacked sufficient external validity for them to be widely applied in surveys, since Cannell’s experiments
were conducted on homogeneous samples, with newly trained interviewers, and in unusual field conditions
(see Cannell et al. (1981)). One hopes that lessons from clinical trials can enable survey practitioners to
find a more acceptable balance of internal and external validity in survey experiments.

On a more mundane practical level, experiments and experimental evidence are not automatically
welcome in on-going survey operations. Experiments take resources from survey operations, which
may already be short on funding and personnel. Experiments need special conditions to improve internal
validity that may be deemed unworkable within the capabilities of organizational routines and systems
that are designed for the status quo. Since the workings of on-going surveys will be disturbed if experiments
are conducted within them, and since, as Dillman (1996) noted, the operational culture in some govern-
ment survey organizations is antagonistic to methodological research, conducting randomized trials of
new methods in on-going surveys can be difficult to accomplish. Strong leadership is needed to overcome
organizational obstacles to experimentation.

Finally, in the important work of assessing the perils and potentials of self-selection that Keiding and
Louis have recommended, we need more research on ‘truth’ benchmarks, that can help to adjudicate
the quality of data collections under study. Without benchmarks, we can only say that studies based on
different respondent recruitment methods produce similar or different results. The authors reference some
work using population registers in Norway and Denmark, but clearly more research of this kind is needed.

It is an honour for me to second the vote of thanks.

The vote of thanks was passed by acclamation.

Guanglei Hong (University of Chicago)
I thank Professor Keiding and Professor Louis for addressing a major topic that has implications beyond
epidemiological research. The rapid increase of Web-based surveys requires a deliberate response from
the scientific community. The paper argues for a legitimate place for such studies, despite their potential
pitfalls, ‘when absolutely necessary and when quality can be maintained’. So what type of quality control
might apply when we see Web-based studies in grant applications and journal submissions? What standards
and procedures might be recommended for such studies?
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The primary issue under discussion is the potential lack of transportability of statistical results. These
include, for example, univariate distributions of exposures or outcomes, multivariate associations, causal
linkages and longitudinal trends. Two empirical checks for transportability may be conducted ideally before
rather than after one launches a Web-based study on its full scale.

Empirical check A
Is there any previous evidence from survey research indicating important heterogeneity in the patterns
and trends of interest across theoretically defined subpopulations? A tentative null finding of moderation
in previous research, however, cannot rule out possible heterogeneity across subpopulations yet to be
identified.

Empirical check B
Is there a pilot study—with a sampling frame and with sufficient power—that compares volunteers for the
proposed Web-based study and non-volunteers? Does such a study reveal important differences between
the volunteers and non-volunteers in the patterns and trends of interest? Because volunteer status is the
only moderator of concern to transportability, passing empirical check B makes a much more convincing
case than passing empirical check A.

Arguably, a Web-based study receives some justification if previous research has shown a high level of
homogeneity across many subpopulations and, more importantly, if a pilot study has established that the
patterns and trends of interest are independent of volunteer status.

When major threats to transportability are detected, the information that is collected from these empir-
ical checks may nonetheless enable post hoc adjustment of results from a Web-based study. In particular,
in empirical check B, one may estimate the propensity score for volunteering and then employ propensity-
score-based weighting to transform the composition of volunteers. This strategy requires the assumption
that, conditioning on the observed covariates, volunteer status becomes independent of the patterns and
trends of interest. It also requires the positivity assumption—i.e. there are no never-takers of the Web-based
study in the target population.

Good news: these assumptions can actually be tested with the pilot data!

Lance A. Waller (Emory University, Atlanta)
I thank the authors for a thoughtful statistical view of a complicated and important issue. I particularly
appreciate the examples relating to the Women’s Health Initiative—an excellent example and case-study
for similar efforts in progress or in planning.

The points regarding generalizability that were discussed by the authors extend beyond recruitment
of epidemiologic cohorts and provide linkage across many areas of application. I mention two specific
extensions: understanding and modelling the observation process and linking multiple sources (e.g. surveys)
of overlapping information.

The modelling (or quantification) of the observation process is an essential concept, especially in an
age of ubiquitous observational data. Statistical adjustments such as inverse probability weighting, EM
algorithms and propensity scores all build on ‘models’ of the observation process by quantifying and
adjusting for the probability of observation (inclusion in the data set). Too often our literature focuses
on technical details rather than developing a general conceptual basis for such approaches. Briefly, do we
understand how our data arise and can we incorporate our understanding into better inferential methods?
Wikle (2003) summarized a helpful hierarchical data model–process model framework from the climatol-
ogy and ecology literatures, providing a link between a deterministic process model (e.g. a global climate
model) with a probabilistic data model describing distributions of observed quantities, typically including
a specific model of the probability of observation for each data element.

A second extension relates to linking multiple surveys (or, more generally, multiple sources of data)
collected by different agencies for different purposes. Recent examples include estimation of mortality in
the Syrian conflict (Price et al., 2015) and the number of modern slaves in the UK (Bales et al., 2015).
Concepts such as multiple-systems estimation (Bales et al., 2015) provide analytic frameworks for modelling
the observation process with a specific goal of accurate pooling of disparate sources of information.

I encourage continued work to develop similar concepts across our field.

J. Michael Brick (Westat, Rockville)
I congratulate Professor Keiding and Professor Louis for their important contribution on a very timely
topic. Their case-studies are especially helpful in understanding how self-selection may have variable effects
on study findings. The linkages between observational studies and sample surveys that they discuss so well
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are extremely useful, yet surprisingly unexplored. I fully agree with their call for wider use of the tools
that are available in both types of studies as nicely exemplified in Breslow et al. (2009). A key feature that
both surveys and epidemiological studies stress is the value of design, and finding some way to bring this
concept to self-selected samples would be a major advance.

The differences in the focus of epidemiological studies and surveys that Keiding and Louis note is long
standing (Kish, 1959), although at least some of this may be due to terminology (Groves (1989), chapter
1). In surveys representation and measurement are both essential for valid inference, but this may be
obscured because survey sampling texts concentrate so heavily on representation. Without appropriate
attention to measurement, survey inferences to a population are useless. In recent years survey researchers
have made progress in integrating both representation and measurement ideas into total survey error. In
epidemiological studies, I can only hope that some of the apparent disdain for the role of external validity
is also partially terminological. Henrich et al. (2010) gave vivid examples supporting Keiding and Louis’s
contention that sociological, psychological and medical ‘laws’ are rarely universal.

I would also like to comment on an important difference in the effect of self-selection for epidemiological
and sample surveys that was not discussed by Keiding and Louis. In epidemiological studies, the difference
between the treated and untreated .Δ = E.Yt/ − E.Yu// is usually the parameter of interest; in sample
surveys, estimates of totals and means are typically the primary focus. If self-selection has common effects
on both components of Δ as might be hoped, then differencing may reduce the self-selection bias in the
key estimate. With Internet sample surveys, a common practice is to use a reference probability sample to
weight the self-selected Internet sample but the reference sample is not subject to the Internet self-selection
mechanism. Survey estimates of totals from self-selected samples thus do not enjoy any bias mitigating
effects of differencing. As a result, surveys and observational studies of prevalence are likely to be even
more subject to the effects of self-selection than epidemiological studies of treatment effects.

Miron L. Straf (Virginia Tech, Arlington)
Not only can epidemiological studies and surveys each benefit from the other but also scientific inference
can benefit from both. Keiding and Louis address the former but in doing so inform the latter. The issues
that they raise are so fundamental and important to medicine, public health and public policy that our
journal should invite and publish continued discussion.

I suggest here topics for further exploration and discussion. One is non-probability sampling. In market
research, low response rates are tolerated because the results are actionable. To what extent are statistical
surveys with greater validity superior in this context and at what cost? Other topics are false discoveries,
replicability and the decline of effects over time, as documented by Ioannidis (2005a,b).

Another topic is application to public policy. As noted by Haskins and Margolis (2014), evaluations of
social programmes with randomized controlled trials often show at best only modest effects. What does
that imply about combining experiments and observational studies for public policy?

Another topic is the referent or relevant population to which we seek to generalize. Different purposes
have different referent populations, may require different analytical approaches (Leek and Peng, 2015)
and may focus on different measures of an effect size. Spillover effects (Angelucci and Di Maro, 2015) and
networks (Aral, 2015) provide particular challenges for identifying the referent population.

Finally, I suggest exploration of a systems approach. Epidemiological studies and their counterparts
for public policy often focus attention on one dependent variable, such as a single effect size. But studies
often take place in a complex, often dynamic, system, in which all variables are interdependent.

Today, epidemiology, sample surveys and policy analysis are at a watershed. New data and analytical
approaches are coming to the fore, in particular in bioinformatics and policy informatics, as well as methods
to analyse complex dynamic systems and data from networks. With this increased ability, we can design
treatments, programmes and practices particularized for individuals that are more likely to succeed by
taking into account myriad individual, social and contextual factors.

With their consummate review, Keiding and Louis have shown why we must take new approaches and
have laid the foundation for doing so.

John L. Eltinge (US Bureau of Labor Statistics, Washington DC) © US Government
Keiding and Louis have presented a fascinating overview and synthesis of internal and external validity,
and related questions of transportability. To complement their development and conclusions, one could
consider three additional topics. First, as an extension of issues identified in Sections 3.1 and 4.1, it would
be of interest to integrate the authors’ ideas with the literature on ‘total survey error’ and related work
with survey data quality, e.g. Andersen et al. (1979), Brackstone (1999), Groves and Lyberg (2010), Kenett
and Shmueli (2014), Biemer et al. (2014) and references cited therein.
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Second, one might interpret the discussion of internal and external validity as part of a broader debate
regarding optimal allocation of resources within a given area of scientific research, and related commu-
nication with stakeholders. The competing approaches that were reviewed by the authors lead to distinct
profiles of information quality, cost and risk. For example, a traditional sample survey approach will often
require allocation of substantial resources to frame development and fieldwork, but it may reduce risks
that are associated with selection bias. Elaborating on a point raised by the authors, degradation of some
components of the traditional survey environment (e.g. declining response rates) and development of al-
ternative approaches to unit recruitment and data collection (e.g. through Internet panels) may lead to
substantial changes in the prospective balance of quality, cost and risk provided by competing approaches.
Thus, it would be of interest to explore in additional detail the practical ways in which changes in data
quality, and in related risk profiles, may affect the value that a given scientific study provides to its primary
stakeholders. For example, if a certain model coefficient is mistakenly treated as ‘transportable’ between
an observed sample and a patient population, to what extent would a given magnitude of bias lead to
degradation of clinical practice?

Third, the empirical research under consideration is intended to inform policy that affects a wide range
of stakeholders (e.g. health practitioners, patients and funding sources), and the statistical information
that is obtained through that research shares many of the characteristics of a ‘public good’. Consequently,
in exploration of the linkage between quality of data and stakeholder value, it may be of interest to build on
previous literature on cost–benefit analyses for public goods including the distinctions between ‘use value’
and ‘option value’ that are attributed to such goods, e.g. Samuelson (1954), Arrow and Fisher (1974),
Kahneman and Knetsch (1992), Hamilton et al. (2003) and Hess and Ostrom (2006).

(The views expressed in this discussion are those of the author and do not necessarily reflect the policies
of the US Bureau of Labor Statistics.)

Xiao-Li Meng (Harvard University, Cambridge)
Imagine that you are given two data sets by a data scientist DS. DS swears that the one with nr = 100 is
a simple random sample (SRS), which he essentially exhausted his funding to collect. He wants to use its
average x̄r to estimate the population mean X̄N , where N is the population size, but he is concerned that nr
is too small. He therefore decided to purchase the best possible Web-based data set that he could afford.
Let us imagine that our civilization has advanced to such a degree that all such Web-based data sets come
with a Royal Statistical Society certified data defect index ρ, which is the correlation between the included
value x and the inclusion propensity or probability p.x/.

DS was happy that he bought one with ns =50000000 and ρs =0:05 (subscript ‘s’ for ‘self-selected’). But
his happiness was short lived: the average of the 50 million data points, x̄s, is outside the 99% confidence
interval obtained from his SRS. ‘Which one should I trust more?’ This is where you come in. What is your
intuition?

50 millions are huge compared with 100, which surely should compensate, in mean-squared error (MSE),
for the bias caused by the tiny ρs =0:05, right? Seriously wrong, because the sample size comparison is not
even relevant. For unbiased estimators such as an SRS average, the MSE is the same as variance and hence
it is controlled by the absolute sample size nr. But, for biased estimators resulting from a large self-selected
sample, the MSE is dominated (and bounded below) by the (squared) bias term, which is controlled by
the relative sample size fs =ns=N. As shown in Meng (2014), to guarantee MSE.x̄s/� MSE.x̄r/, we must
require (ignoring the finite population correction 1−fr)

fs �
nrρ

2
s

nrρ2
s +1

,

or equivalently

nr � fs

1−fs

1
ρ2

s

≡ ns

N −ns
ρ−2

s , .1/

which means fs �20% for DS’s problem. Therefore, DS’s question is unanswerable without knowing N. For
example, if his intended population is the USA, then N ≈320000000, and hence he will need ns ≈64 000000
to place more trust in x̄s. In other words, his 50 million self-selected observations are equivalent to no more
than 75 SRS data points (from expression (1)). If ρs = 0:1, he will need fs = 50% or ns ≈ 160000000 to
dominate nr =100.

In reality DS’s SRS will also have a non-zero ρr (but hopefully ρ2
r <ρ2

s / for all the reasons discussed in
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this extremely timely paper, and hence the comparison is more nuanced and less dramatic (Meng, 2015).
But the general message is the same: when dealing with self-reported data sets, do not be fooled by their
apparent large sizes or by common wisdom from studying probabilistic samples.

Roderick J. Little (University of Michigan, Ann Arbor)
I appreciate the authors’ thoughtful, nuanced paper. The role of probability sampling was widely argued
in early debates over the design of a massive longitudinal epidemiologic study: the US National Children’s
Study. The study eventually collapsed, perhaps under the weight of excessive ambition and expense. I was
a member of the US Federal Advisory Committee for the study in its early days, and I quoted Sir Maurice
Kendall as arguing powerfully for probability sampling as the ‘scientific’ design, in the context of the
World Fertility Survey in the 1970s. The Federal Advisory Committee, consisting largely of prominent
epidemiologists, voted decisively in favour of probability sampling. For arguments for probability sampling
in the National Children’s Survey context, see Michael and O’Muircheartaigh (2008), Ellenberg (2010)
and Little (2010).

Survey samplers distinguish between descriptive estimands—finite population quantities—and analytic
estimands—parameters of a superpopulation model. Some believe that probability sampling is important
for the former but not the latter. I disagree. Consider the finite population quantity that is obtained by
fitting the model to the whole population. If the parameter estimate is not close to that quantity, then
what is the analytic estimate estimating? Measures of association may be less subject to selection bias than
means and totals but, when there is significant effect modification with observed or unobserved population
characteristics, bias is clearly possible. Perhaps we should focus on ‘unobserved effect modifiers’ as well
as the more standard ‘unobserved confounders’.

The formal model-based framework for assessing potential bias, in an age where probability sampling is
increasingly unattainable, can be found in Rubin’s (1974,1978) work on ignorable selection and treatment
allocation. Also, in our ‘big data’ future, probability surveys must be designed to include variables that
link to available administrative data sources.

Robert F. Bordley (University of Michigan, Ann Arbor)
Keiding and Louis lead an excellent discussion on the degree to which on-line survey responses are reliable.
I would like to comment on a certain kind of on-line survey which was designed—under the leadership
of former American Statistical Association President and former Census Director Vince Barabba—while
both of us were in the marketing and strategy group at General Motors. The firm has found this particular
on-line survey to be very effective.

The survey can be accessed by using the link myproductadvisor.com and has been in use for more
than 10 years. The survey is packaged as a tool designed to help individuals to identify the vehicles that
are most consistent with their needs. As with many on-line surveys, any individual interested in obtaining
vehicle advice can take the survey.

In the survey, individuals are asked to provide information about their preferences for different attributes
of an automobile. Questions are organized into nine categories: brand, price, appearance, comfort, etc.
Within each category, they may be asked potentially many questions. In some cases, they are asked about
the kinds of vehicle brands that they will consider. In other cases, they are asked to use a slider bar to
indicate the relative importance of various attributes. Individuals choose which categories of questions
that they wish to answer. They can skip any question (or category of question) that they are uninterested
in answering.

Once the user has provided this information, the tool searches through an on-line up-to-date database
of vehicles and provides the individual with a list of the 10 vehicles which are more consistent with those
preferences. The usefulness of the recommendations increases with the number of questions that individuals
answer and the reliability of the information they provide. If individuals find that the recommendations
do not seem appropriate, they are free to change their answers to previous questions and to rerun the tool.
Since individuals seek to obtain reliable product recommendations, they have strong incentives to provide
good information.

The results of the tool are consistent with the findings of more traditional clinics where individuals are
shown different vehicles and interviewed about their preferences. The reliability of the information clearly
reflects the value of designing a survey as a by-product of an on-line instrument designed to provide a
useful service to the respondent.

The following contributions were received in writing after the meeting.
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Garnet Anderson (Fred Hutchinson Cancer Research Center, Seattle)
I thank Professor Keiding and Professor Louis for their thoughtful review of the issues that attend with
self-selection in surveys and epidemiological studies. I share their scepticism regarding survey results where
inadequate attention has been paid to the design, sampling frame and response rates. The availability of
powerful and inexpensive tools to collect survey data has outpaced the development of appropriate designs
to use them and discounted the need for representativeness.

Epidemiologic studies seem different. Here internal validity seems key. The potential for strong ef-
fect modification is perhaps the most compelling reason for considering population-based sampling for
epidemiologic studies but this is relatively rare.

The authors cite the Women’s Health Initiative hormone trial and the novel efforts by Dr Prentice and
colleagues (Prentice et al., 2005, 2006, 2008a, b, 2009) to explain the discrepancies between the randomized
trial and the parallel observational study as an example. A couple of additional points should be noted. This
effort was facilitated by the parallel design and implementation of these two study components—a feature
that could be employed more often to expand and improve inference. The observational study participants
were also volunteers, subject to the same self-selection issues as trial participants, so generalizability to the
larger population of postmenopausal women is not technically established through this work. The primary
means of assuring representativeness was through making eligibility as broad as possible. The statistical
alignment of the trial and observational study results relied heavily on detailed modelling of timing of
exposure, and these effects varied by disease. Traditional confounders or effect modifiers such as age were
less influential. No population-based sampling plan at the time would have anticipated these aspects in
the trial design (which was age stratified to improve power). To recruit for this trial on a sampling basis
would have been impractical.

In the USA where health systems often preclude access to large populations without additional consent,
to require epidemiologic studies routinely to start from population-based sampling may negatively impact
feasibility and cost without obvious benefits. Nations with better population-based health data systems
have the advantage.

Statistical leadership regarding use of these new data collection tools is sorely needed. I hope that the
paper by Keiding and Louis serves as the stimulus for developing new designs such as embedded trials
and multistage studies to take better advantage of these resources and to facilitate assessment of broader
inference.

Bernard Baffour (University of Queensland, Brisbane)
A point that has not been made clear, although alluded to by Keiding and Louis, is the issue of represen-
tativeness (representativity) and the role of sampling frames in fully covering the population. Surveys have
had to evolve because, increasingly, significant sections of the population are not covered. One example of
this has been the move to dual frame surveys that incorporate both a list of land-line numbers and mobile
numbers as a way of adjusting for the (coverage–non-coverage) bias that is introduced through failing
to include the mobile-phone-only population in ‘traditional’ land-line-based surveys (e.g. Blumberg and
Luke (2015) in the USA, Barr et al. (2014) in Australia and Arcos et al. (2014) in Spain). However, a related
issue is that of response (or non-response) bias where there is a differential profile of respondents and non-
respondents to the survey, and furthermore who have differential views on the particular topic of interest
(e.g. health outcomes and behaviours (Gundersen et al., 2014; Livingston et al., 2013) or public opinion
(Pew Research Center, 2012)). Since technically we have little or no information about non-respondents
what tends to happen is to post-stratify to known population information and effectively to adjust and
readjust the sample distribution to be close to the population distribution. This population information is
sourced from external sources such as census or administrative data (hence external validity). Both types
of bias influence representativeness. And, although traditional surveys have made significant inroads in
trying to compensate for these biases, it is not entirely clear how these newer survey approaches with
self-selection and non-probability sampling can adequately (and transparently) adjust for these and other
forms of bias. There is certainly value in learning from the experiences of these surveys (e.g. high response,
low cost) and also the rigour of the traditional surveys to develop newer, innovative and efficient surveys
in the future.

Jelke Bethlehem (Leiden University)
Traditionally, data for general population surveys data are collected by means of face-to-face (computer-
assisted personal interviewing) or telephone (computer-assisted telephone interviewing) surveys. Experi-
ence has shown that they provide the best quality of data and the highest response rates. Times they are
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changing, however. These interviewer-assisted surveys are expensive whereas budgets in official statistics
are increasingly limited, they are time consuming and response rates drop. Not surprisingly, researchers
look for other modes of data collection, like on-line surveys.

On-line surveys have rapidly become popular as they offer an easy, cheap and fast way of collecting large
amounts of data. On-line general population surveys are only possible if Intemet coverage is sufficiently
high in the country. This not a problem in the Netherlands and Scandinavia, where the coverage is over
95%. In other countries undercoverage may lead to severely biased estimates.

Another problem for on-line surveys is drawing a probability sample. According to the fundamental
principles of survey sampling, a random sample should be selected. This requires a sampling frame of
e-mail addresses. This is usually not available for general population surveys. One way to solve this is by
sending a letter by ordinary mail with an invitation to visit a specific Web site for filling in the questionnaire.
This cumbersome procedure undoes some of the advantages of on-line surveys. To avoid these problems,
many on-line surveys rely on self-selection of respondents. People are recruited through commercials,
banners and pop-up windows. Usually, respondents are people who like to do surveys or are interested in
the topic of the survey. This leads to surveys that are not representative of the target population, and thus
to biased estimates; see for example Bethlehem (2010).

Lack of representativity has at least three causes:

(a) people outside the target population can complete the survey questionnaire,
(b) respondents can fill in the questionnaire multiple times and
(c) groups of people may attempt to manipulate survey results.

Several cases of survey manipulation have been reported in the Netherlands; see for example Bethlehem
(2015).

Attempts can be made to correct the lack of representativity by applying adjustment weighting. Weight-
ing requires auxiliary variables that are measured in the survey and for which the population distribution
is available. Weighting is only effective if two conditions are satisfied:

(a) the auxiliary variables must have a strong correlation with the survey variables and
(b) the auxiliary variables must have a strong correlation with participation behaviour.

See also Bethlehem and Callegaro (2014). Usually, these conditions are not satisfied. Van den Brakel et al.
(2015) explored the accuracy of 18 self-selection on-line panels. They showed that probability samples
perform much better than self-selection samples. They also showed that weighting does not help to solve
problems.

It will be clear that, for obtaining accurate estimates of population characteristics, self-selection surveys
cannot be used.

Saskia le Cessie (Leiden University Medical Centre)
My compliments go to Keiding and Louis for this important paper; self-selection is ubiquitous. It is not
only present in studies based on volunteers, but also in all studies where participants’ consent is requested,
or when specific actions of participants are requested (like filling in a questionnaire), i.e. in all traditional
epidemiological studies and clinical trials.

Large amounts of time and statistical efforts are spent to obtain internally valid results. In contrast
external validity and generalizability are typically only discussed briefly in the discussion section of a
paper. Causal modelling is to a certain degree able to focus on the type of population for which a treatment
estimate is valid, by distinguishing between average treatment effects and treatment effects in subgroups
like the treated. Still, generalizing treatment effects to external populations remains challenging. Keiding
and Louis suggest the use of instrumental variables (IVs) in this process. Whether the use of IVs leads to
useful estimates is, however, questionable. In an IV analysis, very strict assumptions such as no treatment
heterogeneity are needed to obtain population effects, even if the study sample is randomly selected and
perfectly representative of the population of interest. Otherwise IV estimators are local treatment effects
in an (unidentifiable) subpopulation or even a weighted average of treatment effects in multiple subgroups
of patients (Swanson et al., 2015; Boef et al., 2016).

Keiding and Louis encourage epidemiologists, statisticians and survey researchers to develop new
methodology to deal with self-selection bias. Variation in the self-selection processes may be of use here,
analogously to using different control groups in a case–control study, each control group with its own (self-)
selection mechanism (Pomp et al., 2010). An example of a study with different self-selection processes
is the Netherlands ‘Epidemiology of obesity’ study (De Mutsert et al., 2013), which is a large cohort
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study in the Netherlands aiming to investigate pathways to obesity-related diseases. Three recruitment ap-
proaches were used: first general practitioners invited their patients to participate; because of the small rate
of accrual, additional participants were recruited through advertisements in local newspapers and through
posters; finally all inhabitants of three municipalities were invited to participate by using civil registries.
This was deemed not to be a major problem, given that the focus was on outcomes after follow-up. This
assumption would be confirmed if the differently self-selected subgroups yield similar results; otherwise the
variation in the three self-selected subgroups could be used to derive more accurate population estimates.
It is a challenge to derive the optimal methodology for doing this.

Anna L. Choi (Harvard School of Public Health, Boston) and Tze L. Lai (Stanford University)
Professor Keiding and Professor Louis have presented a comprehensive and thought-provoking review
of the challenges and opportunities in Web-based epidemiological studies. They point out in Section
3.1 the tension between traditionalists upholding the gold standard of sampling-frame-based surveys,
and epidemiologists who consider sampling or statistical variations to be of questionable relevance to
generalization ‘from the actual study experience to the abstract with no referent in place or time’. To the
former camp, self-selection in Web-based studies creates insurmountable difficulties for the transportability
of the survey results to the population desired. To the latter camp, the Web-based approach opens up
accrual much more easily, and there are also methods (such as instrumental variables, inverse probability
weighting and multiple imputations) to self-weight the sample values, but Section 3.1 emphasizes the need
for

‘a sampling frame and sampling plan that support weighting results so that they apply to a reference
population’

qualifying the sample as representative. Despite the conceptual gap between the two disciplines, Sections
8 and 9 conclude that innovations in data collection and analysis in the present ‘big data’ era have the
potential to bring epidemiology and statistics together to develop improved tools to handle the challenges.
We agree and want to add that the burgeoning field of population health sciences is highly interdisciplinary
and encompasses not only epidemiology and statistics, but also engineering, information technology and
biomedical sciences. Indeed, population health sciences involve Web-based observational data, point-of-
care comparative effectiveness trials, adaptive randomization, mobile health and personalized care; see
Lai and Lavori (2011), Lai (2014) and Shih et al. (2015) for some of these developments.

The ‘external validity’ of an epidemiological study is often provided out of sample by subsequent
studies that reinforce the study’s major findings; see Grandjean et al. (1997) and Choi et al. (2015) for
exemplary epidemiological studies that eventually led to a United Nations agreement to control global
mercury pollution and advise susceptible populations on fish consumption (United Nations Environment
Programme, 2009; US Environmental Protection Agency, 2004). Whereas Section 2.1 criticizes the Snart-
Gravid study for its self-selection bias, our major issue with its analysis by Mikkelsen et al. (2013) is the
use of confidence intervals, which are based on the sample being drawn from a target population, for
fecundability ratios. Similar studies in other regions and over different time periods can provide more con-
vincing out-of-sample measures of the reproducibility of the study’s findings than questionable confidence
intervals.

Peng Ding (University of California at Berkeley)
I congratulate the authors on their scholarly review of external validity, representation and transportability,
and I shall comment on some recent advances related to these topics.

The causal inference literature focused mainly on generalizing experimental results based on pretreat-
ment covariates (Stuart et al., 2011; Hartman et al., 2015) under some ignorability assumptions. Intuitively,
these ignorability assumptions require that the observed pretreatment covariates control ‘confounding’
between the sampling process and treatment effect heterogeneity. Recently, Ding et al. (2016) have pro-
posed randomization-based tests for treatment effect heterogeneity by using potential outcomes. Although
rejecting the null hypothesis of no treatment effect heterogeneity beyond observed covariates does not
falsify the ignorability assumptions (Stuart et al., 2011; Hartman et al., 2015), it does warn us about the ex-
istence of latent treatment effect heterogeneity that could potentially jeopardize the external validity of the
experimental results. Because the key ignorability assumptions for external validity cannot be verified by
the observed data, sensitivity analysis by allowing for violations from these assumptions seems an attrac-
tive analytic tool. However, the current literature does not provide systematic ways to conduct sensitivity
analysis for external validity. Furthermore, Ding et al. (2016) reprove Reuter’s theorem mentioned in Cox
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(1984) and highlight the importance of the scale of the outcome in defining treatment effect heterogeneity
and transportability, as discussed by Keiding and Louis.

There is also a growing literature on generalizing experimental results based on post-treatment variables
(Pearl and Bareinboim, 2014; Pearl, 2015; Jiang et al., 2015), including ‘surrogate’ as a special case (Prentice,
l989; Chen et al., 2007; Ju and Geng, 2010). We can evaluate the causal effect of a treatment on a surrogate
from a randomized trial and gather information about the causal or associative relationship between the
surrogate and outcome from other studies. The final goal is to predict the causal effect of the treatment
on the outcome. The randomized trial and other studies may not represent the same population, and
combining these two sources of information requires some untestable assumptions about transportability.
Even if we agree with Keiding and Louis’s statement that ‘conditional effects more often can be expected
to be transportable’, we still face some practical questions: what to condition on?; what remains the same
across populations? Jiang et al. (2016) suggest conditioning on the joint potential values of the surrogate,
i.e. the principal stratification (Frangakis and Rubin, 2002) and assume that the values or signs of the
causal effects within principal strata remain the same across populations. Jiang et al. (2016) give sufficient
conditions that ensure correct prediction of the value or the sign of the causal effect on the outcome by using
the causal effect on the surrogate. In practice, we may have other types of post-treatment variables that
could help to explain the causal mechanisms and aid transportability across populations (VanderWeele,
2015).

David Draper (University of California at Santa Cruz)
I commend Keiding and Louis for focusing on such a crucial—and yet insufficiently discussed—topic, and
I offer two comments.

(a) Table 3, from Draper (1995), reinforces the authors’ position on the vital but awkwardly worded con-
cept of representativity, by cross-tabulating strong ignorability of treatment assignment (Rosenbaum
and Rubin, 1983) in experiments against exchangeability of sampled and unsampled units in the target
population (e.g. Greenland and Draper (2014)) in sample surveys. When both of these assumptions
are unjustifiable, it is still possible to do a weak form of calibration inference (see Draper (l995)) on
the observational units in a given study, but outward generalization is not supported. If one of
the two assumptions is justifiable, specific causal inference to the units in the experiment or sampling
inference to the unsampled units in the population are valid, but it is only with both assumptions
justified that general causal inference to the entire population is supported. The Web-based sur-
veys and observational, studies of which the authors speak unfortunately typically fall into the
upper-left-hand cell of Table 3, and yet it is all too frequent to see people making (much) stronger
inferential claims than such data sets actually justify.

(b) Given the crucial nature, for valid inference, of the ignorability and exchangeability assumptions
in Table 3, I conclude with an immodest proposal. Every paper, in any discipline, that employs
statistical inference to draw real world conclusions should be required to address explicitly the
following question, perhaps as part of a structured abstract:

What is the broadest scope of valid generalizability outward from the observational units in the
data set employed in this paper?

The obvious glib answer to this question—all units similar in all relevant ways to the units on which
this paper is based —is inadequate until the authors take explicit positions on the meaning of similar

Table 3. Types of inference supported by various sampling and design assumptions, from Draper (1995)

Strong ignorability of treatment assignment

Difficult to justify Justifiable

Exchangeability of sampled Difficult to justify Calibration inference Specific causal inference
and unsampled units in Justifiable Sampling inference General causal inference
target population
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and relevant. Fisher (1956), who was right on so many things, was wrong on this point, when he
encouraged investigators to generalize inferentially to the population of all possible data sets that
might have been generated by the investigator’s data collection method; this is essentially just the
glib answer to the above question and is insufficiently responsive to problem context.

Michael Elliott (University of Michigan, Ann Arbor)
Keiding and Louis have provided an excellent discussion of the issues regarding the use of convenience or
more generally non-probability samples in epidemiological research. My comments focus on the point that
randomization negates the influence of unobserved confounders, whereas representative sampling negates
the influence of unobserved effect modifiers. To illustrate, suppose that we have an outcome Y , an exposure
A and an unobserved U that is both a common cause of A and Y (confounder) and modifies the effect
of A on Y (interaction), and the true model generating the data is of the simple linear form E.Y |U, A/=
β0 +β1A+β2U +β3AU.

Suppose further in specific population Θ that we have
(

U
A

)
∼N

(
μU σ2

U σUA

μA σUA σ2
A

)
:

If we correctly estimate E.Y |A/ by using a simple random sample from Θ using a naive regression model,
we find that Y is actually non-linear in A:

E.Y |A/=β0 +α0β2 +{β1 + .α0 +α1/β3}A+α1β3A
2,

for α0 =μU − .σUA=σ2
A/μA and α1 = .σUA=σ2

A/A. If we are interested only in describing associations between
Y and A in Θ, we could stop here. But, if we are interested in the causal effect of A on Y , then, in the language
of counterfactuals,

E{Y.A=a2/−Y.A=a1/}=EU [E{Y.A=a2/−Y.A=a1/|U =u}]={β1 +β3 E.U/}.a2 −a1/: .2/

If we return to our sample from Θ and assume that we can break the association between U and A, by using
a set of covariates X so that then α0|X =μU , α1|X =0, and the coefficient in the marginal model associated
with A becomes β1 +μUβ3. The question then becomes what the correct value for E.U/ in equation (2) is.
If our target is the expected value of U in the population Θ, then an alternative sampling scheme that does
not yield an unbiased estimator of U will not yield a correct estimate of equation (2) even if the unobserved
confounding is accounted for by X.

Thus we need both the internal validity of randomization and the external validity of representative
sampling to estimate equation (2) correctly. As noted by Keiding and Louis, Rothman et al. (2012) made a
vocal case that equation (2) is not a sensible scientific target. Instead, we need to unearth U and to make it
observed, so that the correct inferential target is E{Y.A=a2/−Y.A=a1/U =u}= .β1 +β3u/.a2 −a1/. But
is that always possible? If we have X that are sufficient to break the association between A and U, should
we focus on assessing interactions between A and X as an approximation to the interactions between A and
U? If we are interested in a causal effect across a well-defined population, then using probability sampling
to obtain a consistent estimator of equation (2) seems more appropriate.

Colin B. Fogarty and Dylan S. Small (University of Pennsylvania, Philadelphia) and Joseph L.
Gastwirth (George Washington University, Washington DC)
This important paper discusses the conditions under which the findings of an epidemiological study have
external validity for the population from which subjects were taken or preferably other populations. A
first step is showing internal validity, i.e. inferences are unbiased with respect to the initial study group.
Randomized experiments are internally valid because randomization removes any association between the
assigned treatment and the potential outcomes. Analysing non-randomized observational studies requires
procedures that control for confounding variables.

Self-selection often creates noticeably different covariate distributions in the two groups being compared.
Statistical methods adjusting for covariate imbalances require a substantial overlap in these two distribu-

tions; otherwise inferring that the treatment effect applies to the entire study group requires extrapolation
of counterfactuals where common support does not exist. To preserve internal validity in the absence of
covariate overlap, one should make inferences for a subset which has sufficient overlap. For internally valid
inferences to be transportable to populations of interest, it is useful for this subset to be well defined and
readily interpretable. Fogarty et al. (2015) used the maximal box problem to define a study group which
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exhibits verifiable overlap on important covariates while being easily understood in terms of covariates
themselves. This allows for internally valid findings with respect to a subset of the data, which may lead
to external validity for some, but not all, larger populations.

Section 7 describes the purpose of randomization in treatment assignment for an experiment and in re-
cruitment of survey participants. The authors cite Wirth and Tchetgen Tchetgen (2014) who demonstrated
the need to account for survey design to reduce selection bias, noting that a failure to do so may lead to
imbalances that are associated with the exposure or the outcome, thereby precluding external validity.

In non-randomized studies, sensitivity analyses are commonly used to assess the internal validity of
a study’s findings to unmeasured confounding; see Cornfield et al. (1959), Rosenbaum (2002), Yu and
Gastwirth (2005), Wang and Krieger (2006) and Ding and Vanderweele (2014). Similar methods can
be used to assess the potential influence of non-random selection on external validity. Gastwirth (2003)
developed sensitivity analysis for mall intercept surveys used to demonstrate trademark infringement
or misleading advertising, where the relevant population is potential consumers. Although prescreening
occurs, inevitably some individuals who are not potential purchasers are included in the survey. Cornfield’s
inequality was modified to assess the fraction of the sample comprised of inappropriate respondents and
the increased probability that they have to being misled required to reduce an observed degree of confusion
to a legally acceptable level (say, less than 10%).

Joel B. Greenhouse (Carnegie Mellon University, Pittsburgh)
Keiding and Louis provide a comprehensive review of current issues related to self-selection and general-
izability in epidemiological studies and surveys. The central issue, of course, is not advocacy for internally
versus externally valid studies but rather for research programmes that advance scientific discovery and
bring differing opinions concerning causal effects to consensus. Experience suggests evidence from both
types of studies is necessary (see, for example, Cornfield (1959) and Cornfield et al. (1959)).

The field of comparative effectiveness research provides a good illustration. A goal of comparative effec-
tiveness research is to help stakeholders to reach consensus about the benefits and harms of medical inter-
ventions, both at the individual and at the population levels. Questions that are key to effectiveness research
include whether a treatment effect is homogeneous and replicable in a specific population and whether it is
generalizable to other populations and setting. Since a single study is rarely sufficient for answering ques-
tions such as these, we have argued that it is necessary to generate, synthesize and weigh evidence from mul-
tiple sources of data, including experimental and observational studies (Greenhouse and Kelleher, 2005).
To this end, my colleagues and I have been developing methods for combining and interpreting data from
multiple studies that both capture the strengths and minimize the weaknesses of different study designs (see,
for example, Greenhouse et al. (2015) and Kaizar (2015)). Much more work needs to be done and I wel-
come Keiding and Louis’s call for statisticians, epidemiologists, survey researchers and, I would add,
subject matter specialists to continue to work together to understand these research challenges better and
to develop new methods to address them.

Finally, it is interesting that like Keiding and Louis, who have expertise in both epidemiological and
survey research, some of the earlier contributors to modern epidemiological methods also had strong
foundations in survey sampling, e.g. W. G. Cochran (Rothamsted), J. Cornfield (Bureau of Labor Statistics)
and S. W. Greenhouse (Census Bureau). I suspect that there is a clarity of thinking about issues, such as
target and study populations, sampling frames, weighting, clustering and non-response, that provides a
useful framework for approaching methodological problems in epidemiology. This paper serves as an
excellent reminder of the synergy between applications and methods development and the key role for
statistical thinking in what some are now calling the data sciences.

David J. Hand (Imperial College London) and Agnes M. Herzberg (Queen’s University, Kingston)
Keiding and Louis provide a timely exploration of the merits and demerits of self-selected entry to
epidemiological studies and surveys. Such studies have merits. In particular, the possibility of speed means
that they have the potential to give results essentially immediately in situations where classic approaches
may take much longer. This has clear importance for economic decision making, social policy and other
areas. However, self-selection also means that the potential for bias is greater. As the authors point out, it
all boils down to a balance between sources and sizes of different aspects of data quality, especially time-
liness, bias and variance. Even nowadays, time pressures are such that in the UK gross domestic product
estimates are released 25 days after the quarter, based on only 44% of the data (which explains subsequent
revisions as more data arrive).

Since self-selected surveys are here to stay, we believe that more focus should be put on developing
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accessible model-based ways of improving self-selected survey results, and of publicizing these strategies,
along with publicizing the potential disadvantages if they are not followed. This paper provides an excellent
start. Perhaps publication of the invalid and misleading conclusions of some high profile self-selected
surveys would be a useful next step.

The growth of interest in ‘big data’ has aggravated the situation. Often implicit in the notion of big data
is the idea that one has ‘all’ of the data. This is often not so, even in situations involving administrative
data.

The authors do not mention another legitimate and valuable use of self-selected surveys, i.e. charac-
terizing the span of possible responses. This is neither conditional nor marginal (provided that there is
at least one response in all potential categories), but it is a necessary precursor to other, carefully designed,
studies.

We endorse the three summarizing conclusions and would like to congratulate the authors on the
timeliness of their paper.

Michael G. Hudgens and Jason P. Fine (University of North Carolina at Chapel Hill)
We congratulate Keiding and Louis for this outstanding contribution contrasting inference in epidemi-
ology and survey sampling. The primary focus of survey sampling entails externally valid inference from
a study sample to a specified target population. In contrast, Keiding and Louis contend that recent an-
alytic epidemiology emphasizes internal validity, with generalizability addressed informally, leading to
unclear external conclusions about ill-defined target populations. They recommend that epidemiology
adopts a more rigorous, quantitative approach to externally valid inferences by using recently developed
epidemiologic methods rooted in causal inference and survey sampling fundamentals.

Keiding and Louis focus on estimation of relative risks (or risk differences) characterizing associations
between outcomes and exposures, and their generalizability to reference populations. Applications in
which absolute risks are of interest pose different but related challenges. For example, the Population
Surveillance Group at the US National Cancer Institute aims to develop risk calculators for the US
population, providing estimated probabilities of death from cancer and death from other causes following
diagnosis. Often multiple sources of data, drawn from potentially different populations, may be used in
these analyses. Even if the relative risks in such data sets are the same as in the general population, concerns
may arise regarding target population validity if baseline risks differ from the target population.

Keiding and Louis mention instrumental variables (IVs) for addressing unmeasured confounding. IV
methods have been widely adopted to obtain within-study validity in social sciences. Recently, IVs have
received increased attention in epidemiology, particularly in comparative effectiveness studies involving
secondary analyses combining multiple population-based data sets. Questions arise in this setting about
the study population definition and the precise conditions under which IVs provide valid effect estimates in
such populations. A related question is whether IV methods might be adapted for transporting inferences
to well-defined target populations.

Traditionally survey sampling has not focused on confounding or, more generally, causal inference.
In contrast, a primary focus of epidemiology is determining which exposure(s) cause disease and many
statistical methods for causal inference have been developed by epidemiologists. A key assumption in
causal inference is no interference, i.e. the treatment or exposure of one individual does not affect other
individuals’ outcomes. In many scenarios this assumption may not hold. Web-based studies are one setting
where interference may be present, e.g. if study participants interact on the same social network Web
site. In these settings formal methods for transportability must consider selection bias, confounding and
interference.

Jay S. Kaufman (McGill University, Montreal)
Keiding and Louis provide an extensive engaging discussion. They mention superpopulation sampling
as a basis for statistical inference (Section 4.2), and randomization as another basis (Section 7.1). But
what is the justification for statistical inference in a cohort that is neither representatively sampled nor
randomized? Papers from the Nurses’ Health Study, for example, include p-values, but what exactly do
these numbers mean? Greenland suggested some possible interpretations, but these remain qualitative
because of the absence of any underlying anchor for formal inference (Greenland, 1990). The dangers
inherent in foregoing such an anchor are exemplified by the hormone replacement therapy example
(Section 7.5), in which confusion about inferential targets led to accusations that observational studies
are inherently suspect. The eventual resolution of this putative conflict between designs vindicates the
perspective of Keiding and Louis.
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There is a glimmer of logic in the opposing narrative when one asks only whether exposure is a cause of
disease. For example, does smoking cause lung cancer? With emphasis only on rejecting the null hypothesis,
it may not matter much who is the target because, if smoking causes cancer in anyone, that is a finding.
Focus on estimation follows later as a refinement. Sympathy for this perspective evaporates, however,
when we consider that, within selected samples, associations may lack causal interpretations even absent
confounding. This is the saga behind many fumbles eventually explained by selection bias, including low
birth weight and obesity paradoxes (Hernández-Dı́az et al., 2006; Banack and Kaufman, 2014).

Keiding and Louis review some historical definitions of representativeness (Kruskal and Mosteller,
1979), without offering alternative models. One is that generalizability rests on balance between potential
response types (Robins, 1988). For example, consider the latent stratum of people who suffer the outcome if
exposed, but not if unexposed. The proportion of such individuals can differ between samples via several
mechanisms, including selective exit via competing risks (Flanders and Klein, 2007). It is evident that
the causal effect is a function of this proportion in the study, and therefore that its constancy is a critical
consideration. This is perhaps more obvious for econometricians because of their focus on ‘local’ treatment
effects that are specific to such latent strata, and it may therefore explain the attention to target populations
in economics while this matter is denigrated in the International Journal of Epidemiology (Heckman and
Vytlacil, 2007; Rothman et al., 2013).

The essay by Keiding and Louis is already ample and wide ranging, but it is a shame to posit that condi-
tional effect estimates are more generalizable than marginal estimates (Section 1) without any discussion
of collapsibility (Duan et al., 2008). Likewise, it seems unfortunate to leave unchallenged the suggestion
(Section 7.4.2) that relative effect estimates are more conserved across studies than absolute estimates
(Poole et al., 2015).

Thomas King (Newcastle University)
The nature of a population is unknowable and constantly changing but adjusting sample estimates by
stratification relies on good information on the population. This can allow for some problems in coverage;
for example household surveys omit those not in standard households just as Web surveys omit those
without access. A census can act as a population base but uses independent first-order adjustments (Baf-
four et al., 2013) and estimates a response rate of the order of 95%. Indeed all of the compensation for
confounding, post-stratification or weighting relies on linear models.

In epidemiology, most health outcomes obey a social gradient (Wilkinson and Marmot, 2006), which
is only partly explained by factors understood as a mechanism. But the need to include social status as
a confounder is complicated by the influence of social status on the propensity to participate in research.
Social biases in recruited samples should be expected and post-stratification is indicated. However, social
status is a difficult-to-measure construct which at best follows an ordinal scale, often captured by composite
indicators (Bennett et al., 2009), yet ordinal measures miss the detail of confounding, or the full shape of
the distribution. So the sample should be designed with external validity in mind when the confounding
relationship is complex and not completely understood.

In child development, when we compare between longitudinal analyses, we need to make a judgement
about the inferential basis for comparing and contrasting populations, and most analyses cannot decide
measurement and cultural explanations for differences (Ermisch et al., 2012). The child’s environment
influences aspects of development differentially, so sophisticated longitudinal data are required (Shonkoff
and Phillips, 2000). Advance has been limited by disciplinary focus either on issues of sampling (sociology)
or psychometrics (psychology) when what is needed is better design which delivers both (West et al., l998).
Longitudinal design for internal validity only will limit reanalysis and realize confounded estimates of
unknown or non-stationary mechanisms.

Linear models in general have their limitations, and so quantile estimation is appropriate for some,
e.g. psychosocial outcomes (Tzavidis et al., 20l6). Study populations can omit those at greatest risk such
as the poorest or those with unstable housing tenure. An inference implies a population, and unbiased
estimation: both assumptions can be further tested and improved, as can the model in general. Exter-
nal validity gives a source of calibration and model criticism which is always needed when further data
collection is a prohibitive undertaking.

Han Liu and Yang Ning (Princeton University)
We congratulate Keiding and Louis for making a timely and thought-provoking contribution. In particular,
we found the ‘big-data’-related discussion in Section 7.4 interesting. Here we make two comments along
this direction. The first is about a formal framework that highlights the potential benefit of using extra
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data to alleviate the problem of self-selection. The second is an idea that brings the experimental design
dimension into big data analysis.

Big data may alleviate the problem of self-selection
First, we present a formal framework that illustrates the advantage of big data for inferring the population
mean. Assume that we are interested in estimating E.Y/, where Y is randomly sampled from a target
population. Let T be a 0–1 random variable denoting whether Y is observed or not, i.e. we observe Yonly
if T =1. If Y and T are not independent, the mean of Y after self-selection is typically not identical to the
overall mean, i.e. E.Y |T = 1/ �= E.Y/. To calibrate this bias, the main challenge is that there may not be
enough information in self-enrolment studies to adjust for the propensity score. However, big data may
alleviate this issue. By exploiting the public data (e.g. social media) that are available on the Internet, we
can acquire a massive amount of information for both respondents and non-respondents. We denote these
variables by X. Thus, we can impose a parametric (non-parametric or semiparametric) surrogate model
π.X/ to approximate the propensity score P.T = 1|X/. Given n independent and identically distributed
copies of (Y ,T ,X), the Horvitz–Thompson estimator (Horvitz and Thompson, 1952) of E.Y/ is

1
n

n∑
i=1

TiYi

π̂.Xi/
,

where π̂.X/ is an estimator of π.X). If X is of high dimension, it is often reasonable to assume that the
propensity score P.T =1|X/ has a sparse representation. For instance, under the logistic model assumption,
we can estimate π̂.X/ by πβ̂.X/, where β̂ is the penalized maximum likelihood estimator

β̂=arg max
1
n

n∑
i=1

{
Tiβ

TXi − exp.βTXi/

1+ exp.βTXi/

}
−Rλ.β/:

Here, Rλ.β/ is some penalty function with a tuning parameter λ. Under some regularity conditions,
the Horvitz–Thompson estimator with πβ̂.X/ has good theoretical properties such as consistency and
asymptotic normality.

More sophisticated data acquisition helps big data analysis
Second, we comment that big data analysis can be benefitted by more careful data collection processes.
When fitting undirected graphical models, the presence of hidden variables is a threat to valid inference
on the graph structure. Tan et al. (2015) showed that the effect of hidden variables can be adjusted by
collecting multiple measurements for each subject. The main reason is that, with multiple measurements
per subject, we can exploit careful conditioning arguments to treat hidden variables as a nuisance. Thus,
more sophisticated data acquisition is beneficial to big data analysis.

Xavier de Luna (Umeå University)
I enjoyed reading this thought-provoking paper. I believe that some new light can be shed on the important
issues discussed by adopting a Popperian standpoint.

Let me start by fully agreeing that surveys based on probability sampling are an invaluable tool to provide
predictions of parameters for well-defined populations. Such predictions can in principle be empirically
corroborated through independent surveys or administrative registers.

In epidemiology (and other empirical sciences like economics) where causal parameters are often tar-
geted, the predictions of interest are arguably of a different nature. Consider the fictitious example of an
observational study yielding a risk of lung cancer which is five times higher when comparing those smoking
during 30 years with non-smokers. What are the predictions that we are willing to make from this study
based on a given sample? Internal validity refers to the prediction that if everyone in the sample would
have chosen to smoke during 30 years then we would have observed five times more lung cancer cases
than if all these individuals would have chosen not to smoke at all: this prediction cannot be corroborated
empirically. Thus, ‘internal validity’ is a metaphysical concept that is often considered useful for causal
reasoning and inference (Neyman, 1990; Rubin, 1974; Dawid, 2004). External validity the (representativity
version in the paper) is then about the need to extend the latter prediction to a well-defined population.

My Popperian interpretation of the second external validity concept discussed in the paper (‘generaliza-
tion to the abstract’: Miettinen (l985)) is that ‘the abstract’ refers to predictions that can be corroborated
empirically. From the above lung cancer study, we may predict that taking another sample with simi-
lar characteristics, and randomly assigning individuals to smoking (30 years) or not smoking, will yield
a larger proportion (closer to five times larger) of lung cancer among smokers. This prediction can be
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checked in 30 years from now (although difficult to implement). Another prediction, which is easier to
corroborate, is that a higher incidence of lung cancer is expected when comparing smokers with non-
smokers in future observational studies conducted on samples with different geographic, genetic, and/or
socio-economic characteristics. Thus, when causal parameters are targeted, probability sampling is not
paramount (although related issues such as outcome-based sampling and attrition by death may need
treatment). What is essential is corroboration of the results of one study by other studies performed under
different conditions.

Jorge Mateu and Pau Aragó (University Jaume I, Castellón)
Keiding and Louis are to be congratulated on a valuable contribution and thought-provoking paper on
this timely topic of surveys based on self-selection of responders through social media tools. This clearly
involves a problem related to sampling in the classical fashion confronting this with a more modern vision
of sampling, and with the way that information is treated and saved, and further statistically analysed.

Social media (e.g. Facebook, Twitter and Flickr) have become a social fabric of our society. By simplifying
the sharing and dissemination of user-generated content, social media have changed the way that individual
level information is generated, distributed and exchanged. Massive streams of social media data provide
alternatives to traditional data collection approaches for understanding people’s opinions and observations
and, thus, are increasingly investigated by researchers in many domains.

Massive numbers of social media users are engaged at any moment to view and generate content, and
publish where they are along with the content they generate. Hence social media can be regarded as a
major public spatiotemporal source of data. And with the social media spatiotemporal characteristics in
mind, in a very particular form in epidemiological studies, we have several aspects to comment on.

(a) Social media are a useful platform for rapidly reaching and enrolling large numbers of people who
are not reachable via traditional techniques. Social-media-based recruitment has the potential to
expand the geographic reach of investigators and to identify potential participants more cheaply
than traditional approaches. However, social-media-based recruitment may raise concerns about
data accuracy and ethical handling of information.

(b) Space–time data are becoming available in overwhelming volumes and diverse forms as a result of
crowd sourcing and citizen science data. The processing of such diverse and massive data poses
conceptual, methodological and technical challenges, which are exacerbated by the diversity of
data. Sufficiently flexible and powerful solutions that explicitly exploit the space–time ordering
are not available to date, because existing methods were not designed for global, high volume,
hyperdimensional, heterogeneous and uncertain space–time data.

Paul D. McNicholas (McMaster University, Hamilton) and Sanjeena Subedi (University of Guelph)
We congratulate Keiding and Louis on an interesting and timely contribution. They point out that the
availability of ‘big data’, together with advances in statistics and computer science, will help to address
population goals (the first paragraph in Section 7). Big data are quite often defined in terms of three or
more Vs, and the authors quote a sentence from Japec et al. (2015) where a three-V definition is provided.
In the sentence quoted, it is highlighted that big data are often

‘characterized not just by their large volume, but also by their variety and velocity, the organic way in
which they are created, and the new types of processes needed to analyze them and make inference from
them’.

The authors give some specific examples of big data, including voting records and a breast cancer database
(Section 7.4). When the authors speak to the benefits of big data, are voting records and databases the sort
of data they are referring to?

The issue here goes beyond semantics and it is important to understand clearly what the authors mean
by big data. This is, perhaps, particularly important as it pertains to a key issue in big data applications:
error correction. The authors provide details of case-studies and note the work of Ansolabehere and Hersh
(2012), where careful analyses were performed either to validate the findings of surveys or to explore the
discrepancies between a survey and actual records from a population of interest. However, what is called
big data in these cases seems to be administrative data, e.g. voting records and databases. In a very nice
article Puts et al. (2015) discuss challenges around finding errors in big data. In doing so, they draw a
distinction between big data and administrative data, writing ‘Administrative data can be high-volume,
but differ from Big Data with respect to velocity and variety’. They later re-enforce the relative simplicity
of dealing with administrative data, clarifying that
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‘Having gained such experience editing large administrative data sets, we felt ready to process Big Data.
However, we soon found out we were unprepared for the task.’

We wonder whether the authors might comment on big data, as opposed to administrative data, in the
context of epidemiological studies.

Fionn Murtagh (University of Derby and Goldsmiths University of London)
Interesting perspectives that support Keiding and Louis include Friedman et al. (2015), and the following
quote, from Laurison and Friedman (2015):

‘... the GBCS [Great British Class Survey] data have three important limitations. First, the GBCS was
a self-selecting web-based survey, .... This means it is not possible to make formal inferences. ... the
nationally representative nature of the Labour Force Survey (LFS) along with its detailed and accurate
measures ... facilitates a much more in-depth investigation. ...’

In a blog posting, Laurison (2015) pointed very clearly to how, just ‘Because the GBCS is not a random-
sample or representative survey’, other ways can and are being found to draw great benefit (http://
www.thesociologicalreview.com/information/blog/three-myths-and-facts-about
-the-great-british-class-survey.html).

Another different study on open, free-text questionnaires (Züll and Scholz (2011); see also Züll and
Scholz (2015)) notes selection bias, but also

‘However, the reasonable use of data always depends on the focus of analyses. So, if the bias is taken
into account, then group-specific analyses of open-ended questions data seem appropriate.’

The bridge between the data that are analysed and the calibrating ‘big data’ is well addressed by the
geometry and topology of data. Those form the link between sampled data and the greater cosmos.
Eminent quantitative and qualitative sociologist Pierre Bourdieu’s concept of field is a prime exemplar.
Consider, as noted by Lebaron (2009), how Bourdieu’s work involves ‘putting his thinking in mathematical
terms’, and that it ‘led him to a conscious and systematic move toward a geometric frame-model’. This is
a multi-dimensional, ‘structural vision’. Bourdieu’s analytics

‘amounted to the global [hence big data] effects of a complex structure of interrelationships, which is
not reducible to the combination of the multiple [... effects] of independent variables’.

The concept of field, here, uses geometric data analysis that is core to the integrated data and methodology
approach used in the correspondence analysis platform (Murtagh, 2010).

An approach to drawing benefit from big data is precisely as described by Keiding and Louis. The noting
of the need for the ‘formulation of abstract laws’ that bridge sampled data and calibrating big data can be
addressed, for the data analyst and for the application specialist, as geometric and topological.

Ross L. Prentice (Fred Hutchinson Cancer Research Center and University of Washington, Seattle)
I also thank Professor Keiding and Professor Louis for their thoughtful and timely paper, and for their
generous remarks on some of our Women’s Health Initiative analyses. In spite of the typical greater trans-
portability of ratio versus absolute risk measures in epidemiology, interactions of exposures (or treatments)
under study with study subject characteristics can be anticipated with some frequency even for such relative
measures as odds ratios or hazard ratios. After all, statistical interaction is defined in a model-dependent
fashion, and lack of interaction on one scale will typically translate to some degree of interaction on
another.

Timing issues, such as duration of exposure, or ages at exposure, may also be important determinants
of the hazard ratio function: we studied transportability from the Women’s Health Initiative randomized
hormone therapy (HT) trials to the companion observational cohort study, with women drawn from the
same catchment population, followed under a common overarching protocol, over the same time period.
Even in this nearly optimal context for transportability, allowing the hazard ratio to depend on the duration
of HT was necessary for common cardio-vascular disease findings, as was noted by Keiding and Louis. For
breast cancer, however, controlling for duration of use, standard confounding factors and mammography
use patterns was insufficient. Another timing variable, years from menopause to first use of HT, seemed
important for this (Prentice et al., 2008a,b), with higher hazard ratios among women who start HT at or
soon after the menopause. This timing variable is contributing to a valuable discussion concerning the
biology of HT effects in relation to undiagnosed breast cancers, breast involution following menopause



364 Discussion on the Paper by Keiding and Louis

and competition for breast epithelial cell receptors, illustrating the potential for descriptive analyses to
complement related basic science research.

These analyses suggest that ratio measure reporting may need to be broken out by key timing variables
to enhance transportability. Additional enhancement may arise from standardization to the distribution
of a specific distribution of potentially interacting variables. An important interface between epidemiology
and surveys could transpire if survey cohorts, having suitable probability frames and substantial specimen
and data repositories, were maintained to provide exposure and confounding factor information on the
larger target population, for joint analyses of survey data with corresponding epidemiologic cohort data.
I would be interested in Keiding and Louis’s thoughts on the potential of this type of research agenda
development for ratio measure transportability and, especially, for the burgeoning enterprise of absolute
risk calculators.

Kenneth J. Rothman (Research Triangle Institute and Boston University School of Public Health),
Elizabeth E. Hatch (Boston University School of Public Health), Charles Poole (University of North
Carolina at Chapel Hill), Lauren A. Wise (Boston University School of Public Health), John E. J. Gallacher
(Cardiff University), Timothy L. Lash (Emory University, Atlanta) and Ellen M. Mikkelsen and Henrik
T. Sørensen (Aarhus University Hospital)
If you assume that the world is flat, then flat is what you will find. Keiding and Louis describe survey
research as the ‘gold standard’, an assumption rather than a fact. Their doctrine overlooks the reality that
epidemiologic studies have various goals. Some share survey goals of describing a specific population, but
others are undertaken to describe associations that would apply to people in general, especially future
people, i.e. they have scientific goals (Rothman, 2010).

Keiding and Louis assert that, without a survey sampling frame, ‘findings pertain only to the actual
participants’. As there is no survey sampling frame for most randomized trials, they imply that the results
of these randomized trials pertain only to the study patients. If true, that would be an argument against
undertaking such studies, which are designed to produce knowledge about future patients, not just the
patients being studied. How does one sample from future patients? Keiding and Louis propose that it is
somehow necessary:

‘Epidemiological and clinical studies that purport to make generalizable conclusions need to operate at
least to a degree as a survey’

because in their doctrine external validity comes only from sampling representativeness. They go on to
say, effectively, that trials should include, rather than eligible and consenting patients, a random sample of
target populations who are then assigned randomly to treatments. Their view stops just short of Miettinen’s
joke that devotion to representativeness would require studies of laboratory animals to trap rats or mice
randomly from the general rodent population rather than using syngenic animals.

Keiding and Louis question the generalizability of the SnartGravid cohort because it was recruited via
the Internet, but then they praise the study of Schisterman et al. (2014) because it

‘used Facebook as a recruiting mode (E. F. Schisterman, personal communication), but enrolment still
depended on qualifying for the study’.

Yet, both these features also applied to SnartGravid. They went on to say

‘This use of the Internet causes little concern over that associated with traditional recruitment methods
and may be the most effective way to accrue to well-designed studies’.

So recruiting via the Internet is a bad idea, because it has no identifiable sampling frame, unless one recruits
via Facebook.

We agree that selection bias may arise in cohorts that are recruited via the Internet, as in other settings,
but lack of sampling representativeness is not the underlying problem (Rothman et al., 2013). Indeed, a
recent comparison of SnartGravid and registry data provided empirical evidence against selection bias
(Hatch et al., 2015).

Martin Schumacher (University of Freiburg), Jan Beyersmann (University of Ulm) and Nadine Binder
(University of Freiburg)
We congratulate our colleagues Niels Keiding and Tom Louis for their excellent review on the challenges of
self-selected entry to epidemiological studies. We appreciate the opportunity to contribute to the discussion
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Fig. 2. Comparing two different approaches towards estimating age-specific cumulative dementia incidence:
we consider the random sample of the French elderly-population-based PAQUID cohort study of men-
tal and physical aging data provided with the R package SmoothHazard (Touraine et al. (2013); for study
details see Joly et al. (2002)); using the R package we estimate and plot the cumulative dementia incidence
model-based results from the illness–death model ( , adequate analysis) and compare them with the
1 minus the Kaplan–Meier estimate ( , inadequate for this kind of data)

by pointing to the further aspect of follow-up within studies where Web-based technologies may also
provide an attractive alternative to traditional approaches. Whereas Keiding and Louis briefly strive on
that issue (Sections 5.4 and 5.5: ‘Are longitudinal analyses protected?’ and ‘Relationship to missing data’),
we shall outline some additional sources of bias that must be considered but can hopefully be avoided. Using
multistate models (Andersen and Keiding, 2002; Beyersmann et al., 2012), Grüger et al. (1991) provided
conditions for ‘non-informativeness’ of a sampling scheme, i.e. the sequence of examination times where
the disease state of an individual is observed. Here, the likelihood that is obtained is proportional to the
likelihood that we would obtain if the examination times were fixed in advance, permitting an unbiased
analysis. In terms of a tumour marker study, they considered the sampling scheme ‘patient self-selection’,
where the patient decides on the next examination time. This decision may depend on the current disease
status and thus a straightforward analysis will give biased results. The bias can only be avoided if the
selection mechanism is known or can be estimated such that corresponding weights can be incorporated
in the likelihood (Andersen et al., 1993). Follow-up in epidemiological studies is also essential to study
incidence of diseases or conditions of interest and to estimate effects of potential risk factors. Without well-
organized registries available, the occurrence of disease and corresponding event time information can only
be observed in participants who are alive and will be missing in those who died during follow-up, the latter
who cannot be considered in the analysis. This is comparable with studies with fixed follow-up visits, often
ignoring the death cases in the analysis. In Binder et al. (2014) we have highlighted that the bias resulting
from such a ‘naive’ analysis can be large in magnitude and in either direction when estimating hazard
ratios corresponding to a risk factor. It can be reduced by applying an adequate illness–death model (Joly
et al., 2002; Leffondré et al., 2013) which, however, requires event time information on the death cases.
In addition, in many studies, the dates of disease onset are not reported exactly but must be considered
as interval censored. By failing to do so, the cumulative incidence of disease will be underestimated (Joly
et al., 2002) whereas excluding the death cases will lead to a gross overestimation (Wolkewitz et al., 2014).
Fig. 2 illustrates this by using data from a cohort study in elderly patients estimating age-specific cumulative
incidence of dementia (Joly et al., 2002; Touraine et al., 2013). Finally, we conclude in accordance with
Keiding and Louis that the challenges of self-selection are not only present at study entry but also persist
during follow-up of studies.
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Alfred Stein (University of Twente, Enschede)
This paper is an interesting contribution to address problems and opportunities in epidemiology generated
by the advent of the Internet. A major message is that traditional statistical methods are losing ground,
whereas new opportunities in the frame of big data are emerging. Some traditional concepts are clearly
surviving, like the central idea of collecting representative information from a large amount of data. The
current paper makes a clear contribution in this sense. An interesting aspect thus concerns the represen-
tativity of a collection of data. Here, the paper builds an analogy between epidemiology and sampling.
Representativeness of a sample is then an appealing idea in particular to reconstruct a profile that can
serve as a representative profile. Reference is made towards agricultural sampling methods. This analogy
falls somewhat short, for several reasons.

(a) During agricultural or environmental sampling (in brief: survey) we are in principle free to select
any sampling spot, except if there are clear obstructions. If data are missing because of such an
obstruction, then we know what the obstruction was like, and we could for example decide on a
proxy location. In a Web-based epidemiological sample, however, we must deal with the data as
they come, and if some part of the population is absent then we do not know this. The only liberty
is to make a selection from the existing data.

(b) In a survey it is common to define a criterion for optimality: there is ample literature on how to do
this in particular circumstances. Examples are an equal coverage of a specific area, making the best
possible map, or creating the optimal variogram. If data freely float in through the Web, then there
is no choice in any optimality criterion.

This brings us to ‘big data’ developments, where the emphasis is on segmenting and classifying, more
than on anything else, i.e. on finding the relevant information for a specific purpose. Clearly, once more
the ‘purpose’ is important, and, unless explicitly stated and thus filtering the accrual on this, there is little
more than filtering the data that can be done. The big advantage, however, is the huge amount of data.
Abundance of data may thus be adequate to counterbalance the lack of statistical rigour. So far, no
convincing evidence has been provided for this, but with the current paper I have the impression that the
first important steps have been set.

Jan P. Vandenbroucke (University of Leiden and University of Aarhus)
Any attempt at generalizing about generalization should make many distinctions. Keiding and Louis
mainly discuss two extremes: self-selection versus random sampling. The original position by Miettinen
was not really about self-selection. it was rooted in the experience that the major part of our knowledge
about cigarette smoking and lung cancer was based on studies like the British studies about doctors (Doll
and Hill, 1954). How should one generalize such results?: to men of the same social class?; to non-British
men?; to women?; to non-whites? Do we need a new study for each combination of these groups, or to
use a random sample? In a random sample of some community in Britian at the time of the original
studies (the 1950s), there might have been too few non-white women to make any judgement. Thus, there
was no solution. The largest US study at the time—by the American Cancer Society (Hammond and
Horn, 1954)—used volunteers who interviewed between five and 10 middle-aged white men whom they
knew and who were judged to be co-operative, about their smoking habits; the volunteers reported after
1 year whether the men had died. The generalization tacitly made in diverse reports on smoking and lung
cancer in the 1960s was ‘to all human beings’. This was helped by knowledge about animal experiments
on the carcinogenicity of tobacco smoke in epithelial cells, the spread of lesions in pathology reports of
lungs of smokers and knowledge that soot was a human carcinogen (based on reports from chimney-
sweepers) (Cornfield et al., 1959). The analogy, which was often made in epidemiologic teaching in the
1980s, was that we know about the working of human neurons by studing giant neurons of squids, and
about contractility of the heart from frog preparations—which are even more daring extrapolations of
mechanisms across species. Whether or not a generalization can be made on particular studies bypasses
statistics, epidemiology and even structural causal modelling. It is done case by case, and next to statistics
makes use of biologic and other mechanistic insights, such as sociologic and behavioural. For external
generalization, there seems little difference between observational studies and randomized trials, because
also in randomized trials external validity is ‘... a complex reflection in which prior knowledge, statistical
considerations, biological plausibility and eligibility criteria all have place’ (Dekkers et al., 2010). Thus, we
agree with Keiding and Louis that ‘Justifying epidemiological generalization is difficult concrete work...’.

Herbert I. Weisberg (Causalytics, Needham)
I commend Keiding and Louis for tackling a difficult issue of great practical importance, and I heartily
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endorse their three main summary points. Drawing on insights from the two cognate disciplines of epidemi-
ology and survey research will be critical as we work through the emerging opportunities and challenges of
‘big data’. However, I feel a need to quibble about their specification of the core issue as ‘whether the con-
ditional effects that we wish to transport are actually transportable’. As a conditional effect, the authors
seem to have in mind a population level parameter such as the relative risk derived from a randomized
experiment or observational study.

A causal effect in a given population is a particular statistical summary (e.g. a risk ratio, mean difference
or hazard ratio) of individual causal effects in that particular population. Thus, I prefer to reframe the
central and root issue as ‘how our research methods should take into account the possibility of substantial
causal effect heterogeneity’. Statistical summaries of causal effects are necessary and useful, but there is
much confusion about the implications of effect variability across individuals. Here follow two important
examples.

The transportability perspective implicitly assumes a ‘real’ causal effect largely independent of individ-
ual characteristics and circumstances. Adjustment for confounding presumably reveals this main effect.
However, it turns out that confounding and effect heterogeneity actually represent two sides of the same
coin: namely, causal effect variability across individuals (see Weisberg (2010)). As a result, if we manage
to adjust successfully for confounding by ‘controlling’ for a certain set of relevant covariates, the resulting
main effect may be difficult interpret and unlikely to transport. So, it is better to estimate stratum-specific
effects, conditioning on the covariates or associated propensity scores.

Another common misunderstanding pertains to the adoption of strict entry criteria in clinical trials
to exclude patients who are deemed at high risk of an adverse event. The result can be a bias of the risk
ratio relative to its value in the real population of interest, even to the point of reversing its direction
(Weisberg et al., 2009). Moreover, the presumed reduction in risk to patients may be illusory, because
those excluded tend to be ‘doomed’ individuals at high risk with or without the treatment. In studies that
entail self-selection, whether observational or randomized, a similar phenomenon may be at work.

Weixuan Zhu (Universidad Carlos III de Madrid) and Weining Shen (University of California at Irvine)
We congratulate Professor Keiding and Professor Louis for their thought-provoking paper on epidemio-
logical and survey cultures. They discuss the transportability of conditional effects and approaches such
as covariate adjustment and instrumental variables. We would like to extend their discussion to the design
of clinical trials.

In a recent paper, Shen et al. (2015) considered continuous monitoring of early phase clinical trials with
low compliance rates. Possible examples include cessation of smoking and Internet-based interventions for
cancer-related sexual dysfunction. Shen et al. (2015) proposed the use of baseline covariates to predict the
potential compliance behaviour of patients under the principal stratification framework and to identify
the causal effects to help to make early stopping decisions for the trial. A few related issues were discussed
in their paper.

(a) Validity of key assumptions: Shen et al. (2015) considered a smoking cessation example and focused
on a two-arm, placebo-controlled randomized phase II clinical trial. They noted the plausibility of
the one-sided access assumption as the patients who were assigned to the control group may not
have access to the treatment group given that the new experimental agent is not available in the
market. Other assumptions such as exclusion restrictions were also discussed and justified in Shen
et al. (2015). This example is related to Keiding and Louis’s discussion of the transportability of
conditional effects for causal inference.

(b) Effect of model misspecification on stopping rules: Shen et al. (2015) included several sensitivity
analyses to evaluate the numerical effect of confounders, model misspecification and assumption
violation. It seems that the stopping rules are less sensitive to these problems compared with the
parameter estimates. One possible reason is the use of a continuous monitoring design, which allows
for sequential updating of the data and makes the early stopping decision robust.

(c) Comparison with intent-to-treat analysis: Shen et al. (2015) discussed the trade-off that is associated
with using the causal effect instead of the intention to treat. Using causal effects may provide greater
accuracy in decision making but requires additional assumptions, and the performance relies on
correct model specification, which may be difficult to test and verify in practice. It is helpful to
consult experts regarding the non-compliance information.

(d) Targeting future compliant groups: in addition to stopping rules, Shen et al. (2015) also discussed
identifying factors that are predictive of non-compliance, and using them to develop strategies to
decrease non-compliance and to improve the benefit to the intention-to-treat population. They gave
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an example: if depression is found to be a strong predictor of non-compliance, then using a com-
bination therapy of the experimental drug with an antidepressant or another intervention may
achieve better treatment performance. This relates to Keiding and Louis’s discussion on repre-
sentativity and generalization.

The authors replied later, in writing, as follows.

We thank the discussants for their insightful commentary and suggestions, and we respond by theme.

Representativity and internal–external validity
Representativity is necessary when the object of an investigation is estimating basic population characteris-
tics from a sample. This sample survey goal applies, for example, when assessing population prevalence. It
is more delicate and situation dependent to determine the role of representativity in analytic epidemiology
and clinical trials, where the target is association between an exposure or treatment and an effect, or other
relationships between variables.

Exemplifying the critical attitude on the relevance of representative sampling in analytic epidemiology,
Vandenbroucke refers to the important epidemiological finding from a narrow study group: the Doll and
Hill (1954) study of excess lung cancer incidence among smoking male British doctors. Similarly, Rothman
and his colleagues recall Miettinen’s sarcastic remark about non-representativity of laboratory studies based
on highly selected animals. However, Kaufman warns that ‘within selected samples, associations may lack
causal interpretations even absent confounding’ and highlights ‘many fumbles’ in the slow resolution of
the so-called low birth weight and obesity paradox.

King’s observations that most outcomes have a social gradient and that social status is a confounder
and is also associated with participation reinforce our point that context matters, and that very few survey
or epidemiological targets of inference are immutable. Furthermore, social status is difficult to measure
and adjustments based on it are likely to be inadequate.

Elliott offers a Gaussian linear model example to delineate the roles of randomization and representative
sampling. Randomization ‘breaks’ confounding and representative sampling allows estimation of a causal
effect. He makes the important distinction between estimating the causal effect in the study population
(under representative sampling it does not require knowing the distribution of the unmeasured confounder
U) and generalization to other populations (additional information is needed on U). This point provides
a possible explanation for the unwillingness of Rothman and his colleagues to endorse representative
sampling (see Section 7.3). We emphasize that, even if the distribution of U is properly specified, Pearl and
Bareinboim (2014) showed that all other aspects of the model need to be docked to a reference population
for valid transportation.

Little endorses the importance of representation for both descriptive and analytic estimands, and he
properly calls for increased attention to estimation goals. His comments on the ferment over probability
versus non-probability sampling in the National Children’s Study are directly relevant. In designing the
National Children’s Study many argued for a frame-based probability sample; others rejoined that doing
so was impossible and also not necessary. We agree that it was impossible to acquire a perfect probability
sample, but we offer that the attempt to do so would ensure good demographic, geographic and exposure
coverage, and make available approximately correct sampling propensities.

Draper relates representation to exchangeability of sampled and non-sampled units, and to assignment
ignorability. We strongly endorse his call for journals to require that authors calibrate and justify the scope
of valid inferences.

Rothman and his colleagues misinterpret our primary thesis, e.g. by claiming that we anoint survey re-
search as the gold standard, and that all studies must aspire to survey status. We do not. We use SnartGravid
as a case-study for its explicit discussion of selection issues and its subject matter results. Internet-based
recruiting requires considerable care, and their representativity analysis using Danish administrative data
is far more convincing than ex cathedra declarations. Schisterman et al. (2014) used Faceoook to find
participants, but they imposed rigorous eligibility criteria, and we judge that recruitment was equivalent
to the use of newspaper advertisements, clinic posters, etc.

The premise that relationships are immutable and so internal validity suffices, although comforting
to believers, is absolutely incorrect. Context and conduct matter, as experiments in psychology (see the
careful study by Henrich et al. (2010), which was quoted by Brick) and in cell phone surveys demonstrate.
Effect modification is always in play; magnitude is what matters.

Self-enrolment
Fogarty and his colleagues offer sound advice on analysing self-selected studies, including that valid adjust-



Discussion on the Paper by Keiding and Louis 369

ment for covariate imbalance depends on substantial overlap in treatment and control group distributions,
so basing inference on the study subset with sufficient overlap is recommended. We endorse this, now
common, practice and also their call for sensitivity analyses to assess the potential effect of non-random
selection on external validity.

Hand and Herzberg note that self-enrolled studies and surveys have the advantage of relatively rapid
conduct to inform policy, e.g. economic decision making. However, they caution that the likelihood of
substantial bias is high and (as does Eltinge) call for striking a balance between timeliness, bias and variance.
They conclude that self-selected surveys and ‘big data’ are here to stay, and so improved modelling is
needed. We endorse their encouragement of innovations to improve quality, and warning that substandard
approaches may replace the less timely, but more valid, probability samples.

Bethlehem reminds us that interviewer-assisted surveys are high quality, but expensive; that on-line,
general population surveys will have poor coverage unless a large fraction of the population has access,
and that probability sampling via the Internet is difficult if not impossible. Post hoc weighting may help,
but he concludes that self-selected surveys are inappropriate for official statistics. That is possibly true
but, with declining response rates for traditional surveys, improved Internet-based approaches need to be
developed.

Baffour emphasizes the key role of a sampling frame to generate a representative sample, and the benefits
of dual frames (e.g. land-lines and mobile phones) to enhance validity. He notes the close relationship
between selection bias and the bias induced by non-response that is associated with the end points of
interest. We endorse his call for innovative designs and analyses to mitigate such biases. Zhu and Shen’s
relating of self-selection to the problem of low compliance in early phase randomized clinical trials provides
another analogy.

Bordley reports on successful use of an on-line survey by General Motors, but this success depended on
the reference population being exactly those who participated. Other contexts with this alignment will be
similarly successful.

Meng’s example shows that, unless a very large fraction of a reference population participates, a large
but self-selected sample’s mean-squared error will be much greater than that of a small random sample.
This caution also applies to use of organic data. Potential remediation results from using information
to model the correlation between participation propensities and population values, and we caution that
effectiveness can be end point dependent.

Brick formalizes the evaluation of self-selected samples, addressing representation and measurement
issues leading to the modern concept of total survey error. He claims that comparisons and associations
may be more transportable than level, echoing the belief in the relative safety of conditional effect measures
that we identify in our paper and discuss below.

Treatment effect heterogeneity
Treatment effect heterogeneity is central to representativity in epidemiology. Kaufman provides a basic,
far-reaching example wherein there is a latent stratum of people who suffer the outcome if exposed, but not
if not exposed. Findings from the sample are directly generalizable, if the proportion of such individuals
is the same in the study group and target population (and are representative if the relative proportions
are known). Similarly, Weisberg addresses causal effect heterogeneity, recommending focus on conditional
rather than marginal measures. (Our use of conditional effect typically is what Weisberg calls a stratum-
specific effect.) He also comments that strict entry criteria, in particular to clinical trials, may bias the
results. In his example, exclusion of ‘doomed’ patients who will die with or without the treatment might
bias the risk ratio estimate relative to the population value, even to the point of reversing its direction.
Related, Ding mentions his work exploring randomization inference as a basis for assessing treatment
effect variation beyond what is explained by observed covariates.

Transportability of conditional and marginal effects; collapsibility
Ding and Kaufman each mention our statement that, subject to accounting for relevant confounders,
conditional effects, more often than marginal effects, can be transportable. Our statement is not an ‘oracle’;
we want to document that use of regression analysis and standardization (Keiding and Clayton, 2014) in
aetiological research usually has conditional effects as targets, and that these work well in many situations.
Conditioning is on observed confounders, i.e. pretreatment variables. Ding generalizes this by allowing
conditioning on post-treatment surrogates related to the outcome of interest. We support such innovations
but caution that they are very model dependent.

Kaufman notes that we did not mention collapsibility. It is important and implicit in our comment
just before Section 3.1 that different scales produce different effects. Hudgens and Fine make the
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related point (which we support) that absolute effects are often more relevant targets than conditional
effects.

Statistical inference
In survey analysis, principles of statistical inference including contrasting design-based and model-based
approaches are of central interest. Similar issues arise in epidemiology (see Robins (1988), quoted by
Kaufman), but they have not permeated the discourse. Indeed, we gave them little attention, and we thank
several discussants for bringing them up. Kaufman acknowledges that sometimes randomization is justified,
in a few cases via superpopulation sampling. He questions the justification for the sampling properties
of estimates in many observational studies, citing the (American) Nurses’ Health Study as an example.
Similarly, Choi and Lai point out that the confidence intervals in SnartGravid cannot be justified, because
the study group is not a probability sample from a target population.

We mentioned in passing instrumental variable analysis as a candidate tool for confounder control,
agreeing with Hudgens and Fine and with le Cessie that careful evaluation of its role is needed in the
epidemiological context.

Empirical validation of aetiological studies and surveys
Several discussants offer the good advice that it is often necessary to collect additional empirical informa-
tion to validate observed associations in an aetiological study. le Cessie mentions use of several control
groups in case–control studies, and she reports experience from a Dutch cohort study on pathways to
obesity-related diseases that employed three recruitment approaches. Choi and Lai remind us that multiple
independent studies are often the best way of confirming or questioning results from a study. Greenhouse
supports this view and cites work on systematic approaches to combining evidence. Ding proposes sensitiv-
ity analyses and notes that few approaches are available for external validity. Hong proposes two empirical
checks on transportability that may be helpful in some contexts. de Luna concludes his philosophical
analysis of key concepts by interpreting Miettinen’s ‘the abstract’ as predictions that can be corroborated
in other studies.

The role of big data
In response to McNicholas and Subedi, our use of the term ‘big data’ is broad, including administrative
registers and ‘organic’ information. Little observes that surveys must be designed to link to administrative
and other big data for continued relevance of probability surveys. The benefits of using administrative
data to help to address population goals and to calibrate survey responses are quite direct, but also there
is potential for organic data to add value. The challenges are substantial and taking them on is not for the
(statistically) faint of heart!

Liu and Ning discuss the role of using big data to help to repair self-selection and they promote designed
approaches to collecting such data. Their formulation is similar to Meng’s with sample inclusion propen-
sities that depend on the potentially observed data. Big data have the potential to estimate dependences
and to improve weighted adjustments; their penalized, doubly robust approach merits evaluation.

Mateu and Aragó explore potentials in the tsunami of social media data. These media are effective in
contacting and enrolling participants (Schisterman et al. (2014) used Facebook) but, when going beyond
recruitment, Mateu and Aragó note that data quality and ethical concerns must be addressed. We warn that
the effective sample size of social media data is likely to be orders of magnitude less than its apparent size.

Women’s Health Initiative
Both Prentice and Anderson offer important elaborations on our sketch of the Women’s Health Initiative
(WHI) analyses. Paraphrasing Anderson: the impressive results that were achieved by the WHI are based on
careful evaluation of results from the self-selected observational study and self-selected study population
for the randomized trials. WHI investigators were primarily concerned with the internal validity, and
Anderson argues convincingly that to recruit using a population-based probability sample would have
been unrealistic and even counterproductive, at least in the USA. We counter that calibrations of the
Nurses’ Health Study by Hernán and his colleagues were innovative and effective for assessing external
validity. Prentice points out that in the careful process that ultimately allowed a full reconciliation of WHI
data it was important to involve several timing variables, such as duration of use of hormone therapy and
years from menopause to initiating hormone therapy.

Timing
Schumacher and his colleagues provide a general treatment of timing variables related to patient self-
selection during follow-up, citing the important contribution by Grüger et al. (1991). Surprisingly, the
need to distinguish between protocol-driven follow-up visits and patient-initiated visits has been studied
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very little (see Keiding (2014), section 7.2, for a brief survey, and Chan et al. (l998) for a modelling
approach). Schumacher and his colleagues also emphasize the need for proper accounting of attrition via
competing risks and the requisite data requirements.

Study context
We thank Hernán for offering the vote of thanks. He delineates the steps in specializing from the total
population (‘humankind’) to the study sample, and he classifies the relative roles of subject matter insight
and statistical issues in these steps. However, his classification does not correspond to our experience in
which subject matter insights (from cardiologists, oncologists, social scientists, etc.) need to be combined
with methodology (from statisticians, epidemiologists and survey analysts) in all steps. We also disagree
with Hernán’s implicit assertion that the main issue with representativity in the SnartGravid study is
whether time to pregnancy depends on use or non-use of the Internet (see also statements that we quoted
from Huybrechts and her colleagues). Our concern is the more general one for self-selected studies: whether
the propensity to volunteer is associated with the outcome. Similar issues apply to surveys.

Eltinge embeds the internal–external trade-offs in a total survey error framework. He proposes optim-
ally allocating resources on the basis of (cost, quality, risk) profiles. For example, investing in frame
development mitigates the risk of non-representation and selection bias, but it can reduce resources for
conducting the study. We endorse his call for identifying the degree of departure from full transportation
that is acceptable and his encouragement of cost–benefit analysis.

Straf echoes our principal points and emphasizes their importance in the policy arena. He also proposes
the use of a systems approach to address key goals.

Waller partitions an analysis into a model for the underlying process and a measurement or observation
model. His partitioning supports combining evidence from multiple sources at a variety of spatiotemporal
scales and has the potential to simplify (but by no means making simple!) some evaluations when assessing
the degree of transportation.

Seconding the vote of thanks, Miller reminds us that non-probability sampling is only one of many
factors that affect quality, and that measurement is of at least co-equal importance. For example, the survey
mode that is used to collect data can have a powerful effect on internal validity, and modes have become
more complex with the advent of adaptive design. Miller adds that there is a long history of experiments on
surveys, with the attendant internal–external validity trade-offs. He advocates, and we strongly support,
development of ‘truth benchmarks’ to evaluate quality in the survey and epidemiological domains.

Stein disagrees with our claim that the issues that we discuss are directly relevant to agriculture and
ecology. We agree that in these contexts a probability sample can be more easily implemented and departures
documented. However, the issues of internal–external validity and transportability remain important. His
comment on the difficulty of defining optimality for data that ‘freely float through the Web’ echoes that
of other discussants.

Murtagh muses on the geometry and topology of the relationship between the data analysed and big
data. Implementing his construct would be challenging, but we thank him for his broad perspective.

Linkage of surveys and epidemiological studies to big data sources
Several commentators point out that systematic approaches are needed to embed the detailed informa-
tion in ‘small’ focused studies with specific hypotheses into a population distribution of background and
other variables. There are several benefits, among them better confounder control and possibilities for
supplementing conditional effect measures with the less easily available absolute effects. These effects are
usually necessary when communicating results to patients or participants and informing policy. Prentice
proposes institutionalizing this process by creating repositories for data from large cohorts, with the goal
of improving the potential to transport ratio measures, and perhaps also absolute risk.

Closing remarks
Surveys based on a probability sample prima facie target a reference population and produce a repre-
sentative sample (sample inclusion propensities are available); Web-based and other forms of volunteer
sampling degrade and possibly destroy representation, because context matters and causal relationships
are not immutable. So, all studies must address representation up front by clarifying goals and if necessary
collecting information that can support transportation.
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