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1 All Models are Wrong, But Some are Harmful

Defining precisely the term working model is impossible. But here is a working defini-
tion: a working model is a model we adopt for particular purposes with the knowledge that it
may be flawed in some other aspects. All models are working models then, following George
Box’s mantra that all models are wrong, but some are useful. Unfortunately, the complement
of ‘useful’ in this mantra is not merely ‘useless’, because all models are wrong, but some are
harmful. It is of course impossible either to define precisely what Box meant by ‘useful’ or
what amounts to as ‘harmful’ without contextual information; one person’s poison can easily be
another person’s medicine. Furthermore, one could–and many do–question what constitutes a
true model, when the very concept of reality has been intensely debated by physicists, let alone
philosophers; see Peat (2002) for a fascinating account of this debate.

But I surmise that most of us would agree that, as a practical guideline, a model is harmful if
it routinely leads to misleading results for which the model is designed, especially when we have
both empirical verification and theoretical understanding of the harm. This overdue paper by
Yang, Wang and He (YWH) provides exactly that for the asymmetric Laplace (AL) likelihood
for Bayesian quantile regression. The paper is overdue because much harm has already been
done, judging from the list of literature cited in YWH. I am therefore pleased and puzzled as a
discussant: pleased because finally the harm can be stopped (hopefully), but puzzled by the fact
that this seriously flawed model has been on the Bayesian track for so long, when there were
clear warning signs from the moment it was built (and there were no Volkswagen technicians
involved, as far as I can tell), as I’ll discuss in Section 2.

Tongue in cheek or not, a working model needs to have a reasonable chance to work, that is,
to be a reasonable depiction of the data being analysed. This seemingly tautological require-
ment actually has some wisdom teeth in it (which can be taken out once the wisdom is retained).
It implies that a working model should not be determined, solely or even largely, by particular
analysis interests, mathematical simplicity or beauty, or estimation or computational proce-
dures. Life would be too easy if nature would generate data according to our particular interests
or our analysis or computational ability.
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But apparently, this minimal requirement has been overlooked, and AL is by no means the
only example. As a reference point, the popular exponential random graph models for social
networks specify the probability of observing a network X , typically represented by a matrix
of 0s and 1s, as

P� .X D x/ / e
�>S.x/; (1)

where � is a vector of parameters, and S.x/ is known as ‘important features’, ‘graphical
statistics’, or ‘network attributes’. Adopting an exponential family is natural–it is mathemat-
ically convenient, and it can also serve well as an approximation to many non-exponential
families by Taylor expanding a log-density with a sufficient number of terms.

What becomes problematic is when the choice of the sufficient statistics S.x/ in (1) is made
only according to an investigator’s limited and specific interest, as in a number of applications
(citations are omitted to avoid reducing my social network). That is, the ‘sufficient statistics’
S.x/ would be set automatically to be some dyad counts (e.g. the number of edges) or triad
counts (e.g. the number of triangles), depending on whether dyadic or triadic relationships are
the interest of the study, without leaving the model any room for accommodating lack of fit
because (1) is entirely determined by the chosen S.x/.

To accurately model a social network is a challenging task because the very nature of a
social (or other) network is that everything is connected to one degree or another. Iterative con-
templation and strong assumptions are typically needed in order to create meaningful ‘internal
replications’ that are central to statistical inference (see Liu and Meng, 2016, for a discus-
sion). Statistically and scientifically principled modeling strategies have been developed (e.g.
Hoff et al., 2002; Hoff, 2005), but it is not unexpected that convenient models such as expo-
nential random graph models gained popularity in a field where it is not easy to invalidate a
model empirically because of lack of external replications. But this is not the case for quantile
regression, where we do have reasonable replications (e.g. individual subjects), and hence, we
can examine empirically the distributional shapes of our data or of various residuals after fit-
ting a (working) model. It is therefore puzzling that models such as AL have gained popularity,
when there are obvious signs that they are harmful, at least for Bayesian analysis, which relies
critically on the entire likelihood, working or not.

2 Yellow and Red Lights for the Asymmetric Laplace

It is not unreasonable to approximate the � th quantile of the conditional distribution p.Y jX/
by a linear term, x>ˇ.�/; for any � I again, one can think of this as a first-order Taylor expansion
of the quantile in x. It is then also harmless to write our working model as

yi D x>i ˇ.�/C �.�/�i ; i D 1; : : : ; n; (2)

as long as we do not impose E.�/ D 0 or V.�/ D 1. To construct a working likelihood, we need
to pose some distributional assumptions for �. This is where we can introduce much harm if we
pose assumptions without understanding their implications, without making them sufficiently
flexible and/or without performing a minimal empirical check.

The AL model apparently was introduced (and followed) without such due diligence. It spec-
ifies � as a weighted mixture of two standard exponential variables on R� D .�1; 0	 and
RC D .0;1/, and hence, they will be denoted by Z� and ZC, with expectations �1 and 1,
respectively. That is,

� D �
Z�

1 � �
C .1 � �/

ZC

�
; with � � Ber.�/ ?

®
ZC; Z�

¯
: (3)
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 Yellow light. The mixture nature should remind us that the resulting working likelihood
does not form an exponential family, and there is no sufficient statistics of dimensions lower
than the data themselves. İn turn, this should remind us immediately that the corresponding
Bayesian analysis will depend on the data in a much more nuanced way than merely via the
classical Koenker–Bassett estimator, despite the fact that the AL likelihood was motivated
primarily by the desire to leave this estimator untouched. I label this as a yellow light because
asymptotically, we may still have an approximately exponential-family likelihood, almost
always normal, and this approximation could work well even when the sample size is not that
large, as indicated in YWH. Hence, it may not necessarily be a stopping light, but it should
be a clear sign for caution, because both the beauty and burden of Bayesian analysis is that it
operates with distributions, not point estimators.

 Red light. Because a Bayesian analysis takes into account the entire likelihood, not just its

mode, if there is a sign that the likelihood is seriously misspecified, then it is a red light.
Detecting serious likelihood misspecification is not a difficult task when we have observable
replications, as mentioned earlier. Our theoretical or strong prior knowledge can also help us
to rule out specifications or at least cast strong doubts about them prior to seeing our data.
In particular, the AL has a rather peculiar density shape, with two exponentially decaying
but asymmetric tails. Now, how frequently have we observed such shaped histograms in our
applied work? Worse, even if my data do have such a distributional shape, why should its
decay rates be determined entirely by the particular quantile level � that I happen choose to
study? And what if I want to look at several � ’s, such as � D 50%; 75%; 90%, as in the anal-
ysis of the woman’s labour force data in YWH? Do I then have to use three mathematically
incomparable working models for the same data set? Putting aside the impossibility that all
three models are reasonable depictions of our data, shall we minimally examine whether any
of them has a chance to fit our data?

3 AL is for Artificial Likelihood, and It Needs a Bartlisation

‘Yes, but it does not really matter.’ I can imagine such a response from those who care about
only the point estimator for the quantile regression. And I understand that AL nicely repro-
duces the Koenker–Bassett estimator as its maximum likelihood estimator and is easy to handle,
analytically and numerically. But these are good reasons only if they are not at the expense of
validity. As YWH demonstrates, the beauty of the AL likelihood disappears as soon as we go
beyond the point estimator. To see a more general picture, let us assume that we have an esti-
mator O� , which is the (global) minimiser of a non-negative objective function R.� ID/, where
D denotes our data. It follows trivially then that O� is the maximum likelihood estimator from
the artificial likelihood (another AL; so AL is AL!)

Lw.� jD/ / e
�R.� ID/; (4)

as long as
R
D e
�R.� ID/dD is finite and free of � . However, if this were the true likelihood for

our data, then it is well known that under regularity conditions, including R.� ID/ being twice
differentiable as a function of � , the inverse of its observed Fisher information, Iw D R00. O� ID/;
should provide a consistent estimator of the asymptotic sampling variance of O� . But it is also
well known that under similar regularity conditions, the asymptotic sampling variance of O� is of
a ‘sandwich’ form, which can be consistently estimated by I�1

w
OV I�1
w , where OV is a consistent

estimator of V.R0.� ID//, the variance of the ‘score function’ with respect to the true model of
D, not the working model (4).
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Given the usual asymptotic equivalence between the asymptotic sampling variance and pos-
terior variance, it is then clear that in order for a posterior inference from an artificial likelihood
to provide an asymptotically valid inference, minimally we need to require that asymptotically
I�1
w and I�1

w
OV I�1
w are the same, or equivalently Iw and V.R0.� ID// are the same. When an

artificial likelihood coincides with the actual likelihood for the data, this requirement is auto-
matically satisfied because of the well-known second Bartlett identity; that is, the variance of
the score function is the same as the expected Fisher information, where both the variance
and expectation calculations are performed under the true model. When this critical identity
fails, erroneous confidence intervals or posterior intervals are expected, as YWH’s simulation
demonstrated.

Of course, because the AL likelihood is not everywhere differentiable, we cannot directly
invoke the concept of score function or Fisher information. Nevertheless, the idea of adjust-
ing the asymptotic (posterior) variance–covariance induced by the AL likelihood to the actual
‘sandwiched’ form (posterior) variance–covariance is the same, and this is exactly what YWH
did. This approach of course is not restricted to quantile regression; see for example Müller
(2013). It can also be viewed as a form of ‘Bartlisation’, a process proposed for correct-
ing the H-likelihood, another incidence of artificial likelihood (Meng, 2009). That is, when
an artificial likelihood fails to admit the crucial second Bartlett identity, we can try to tune
or modify it to make the identity hold, either exactly or asymptotically. Perhaps the most
well-known and adopted approach is to construct a quasi-likelihood, which enforces the sec-
ond Bartlett identity via building it into the objective R function, albeit this is not always
possible (McCullagh, 1983).

However, as shown in Meng (2009), admitting the second Bartlett identity is only a necessary
condition for a valid asymptotic inference; the other crucial condition is for the log of the artifi-
cial likelihood to be quadratic asymptotically, which is the case for AL, as YWH’s (3.1) shows.
Fortunately, for many working likelihoods constructed according to some consistent estimators,
this condition usually holds. Therefore, the key to ensure such working likelihood functions to
be (minimally) useful for Bayesian inference is to carry out a Bartlisation process, even though
the resulting adjusted likelihood may still be an artificial one. The promising simulation results
reported in YWH demonstrated that this seemingly simplistic Bartlisation adjustment–as it
adjusts only for second-order moment–could work well even for modest sample sizes.

4 More Flexible Working Models for Quantile Regression?

Quantile regression is a major branch of the semi-parametric paradigm, and constructing a
working likelihood amounts to parameterising and hence restricting a family of semi-parametric
models. From a mathematical perspective, the difficulty of constructing a working working
model analytically then depends on how difficult it is to add on restrictions that are still suf-
ficiently flexible to accommodate many data (distributional) shapes. This in turn depends on
whether there is a ‘functional independence’ between the aspects of a distribution that are
restricted by the semi-parametric family and those that are not.

Take moment regression, another major branch of semi-parametric methods, as an example.
Suppose we are dealing with continuous variables, and we are modelling only the mean, as in
the vast majority of applications. Because the shape of a continuous distribution is functionally
independent of its location, we have essentially unlimited flexibility to accommodate our data
shape, for example, via using a particular location family. This task becomes increasingly dif-
ficult, however, as we add more restrictions on higher-order moments, because we rapidly lose
the ‘functional independence’ between the shape and the moments (e.g. variance–covariance
matrices can already affect the distributional shape).
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Take hazard regression (i.e. Cox regression), yet another major branch of semi-parametric
modeling, as another example. It may seem rather restrictive, as there is a one-to-one correspon-
dence between the hazard function and the cumulative distribution function (CDF). However,
the semi-parametric regression that Cox (1972) proposed leaves the entire baseline hazard func-
tion unrestricted, which provides great flexibility for further restricting the distributional shape
to fit the data. Again, this is possible because of the functional independence between the
baseline hazard function and the incremental changes in the hazard functions (as long as the
proportional hazard assumption is reasonable).

In comparison with moment regression and hazard regression, quantile regression seems to
be most flexible, because it restricts only one value of a CDF, instead of restricting its integral
(as for the moment regression) or derivative (as for the hazard regression). Indeed, it is trivial
to show that a CDF F.�/ has zero as its � th quantile, as in (3), if and only if it can be written as

F.�/ D

²
�G� .�/; if � � 0I
� C .1 � �/H� .�/; if � > 0;

(5)

where G� .�/ andH� .�/ are (right continuous) CDFs on R� and RC, respectively, and they can
depend on � . AL is such a case, because the corresponding G� and H� are given by

GAL� .�/ D e.1��/�; � � 0 and HAL
� .�/ D 1 � e���; � > 0: (6)

Or equivalently by extending the stochastic representation (3), � is a random variable with zero
as its � th quantile if and only if

� D �G�� C .1 � �/H
C
� ; with � � Ber.�/ ? ¹G�� ;H

C
� º; (7)

where, with slight abuse of notation, G�� and HC� denote two arbitrary but not necessarily
independent random variables on R� and RC, respectively.

Expression (5) is a mathematical representation of an intuitive fact: restricting the � th quan-
tile does not in any way restrict the distributional shape above or below it; it restricts only their
relative total masses to be (1 � �/=� . Therefore, for any pair of G� and H� , (5) will lead to a
working likelihood for ˇ.�/ (and �.�// when we replace � by .y � x>ˇ.�//=�.�/: Evidently,
we can use empirical likelihood or non-parametric methods to estimate G� and H� , as cited in
YWH. But if one insists on using a parametric working model, then a natural question is if there
is a more sensible choice of ¹G� ;H�º than (6) once we do not insist on recovering exactly the
classical Koenker–Bassett estimator, but rather on ensuring that the resulting Bayesian infer-
ence is valid for as large a class of real likelihood functions as possible. After all, the whole
reason for introducing a working likelihood is to conduct Bayesian inference, not to recover
some known point estimators.

Given the popularity of the AL working model despite of its obvious flaws, I surmise the
aforementioned question is not easy to answer, because otherwise the alternative model would
have been in use. But fortunately for me, I promised the Editor to finish this discussion by the
end of 2015, which is less than 2 h away as I type this sentence. I will therefore have to save the
question for YWH and experts in quantile regressions as my 2016 present!

But regardless whether or not a satisfactory answer can be found in 2016, YWH reminded
us WHY (a cyclical permutation of YWH!) it is important to not let mathematical or computa-
tional convenience trump statistical or scientific considerations; minimally, we should at least
investigate the consequences of such convenient models, so even if we decide to adopt them,
we can properly document and warn others about their potential harmful effects. We all like
working models, or any other procedures for that matter, that are simple to understand and easy
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to implement. But these desiderata must remain as secondary considerations–our highest pri-
ority must be on ensuring their validity, that is, guaranteeing they will lead to answers that are
statistically and scientifically defensible. On that note, let me conclude with a New Year toast
to YWH for making a working model actually work!
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1 Can We Trust the Working Model?

Meng is very direct in pointing out that the asymmetric Laplace working likelihood is simply
too artificial; in general, it does not provide a decent approximation to the underlying likelihood.
This sentiment is shared by Smith. In fact, two such working likelihoods at two values of �
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