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Some XL Proposals to Help You Converge
to a Better Statistical (Life) Philosophy
A Conversation Between Xiao-Li Meng and Two
Undergraduates

Jessica Hwang and Keli Liu 1

Introductions are supposed to offer overviews, a big
picture of sorts. But we thought it would be a bit tacky
to offer up an 8.5×11in photo of Xiao-Li. So instead, we
asked him to provide us with his Big Picture of statistics.

Sorry, Xiao-Li, we're not all as well versed as you in
abstract art. You're going to have to provide a bit more
explanation for what's going on.

There are a few inference principles rooted in
me. Whenever I see a new problem, I know it will
reduce down to these principles somehow.

1. What's the optimal bias variance tradeoff?

2. What information is being lost?

3. What's the right conditioning?

4. What are the appropriate replications for eval-
uating inferential uncertainty?

And somehow this all made it into the picture?

Of course! But we're statisticians here. You'll
need to do some inference, but you can use the in-
terview for data.

Seeing as how these four questions are rooted in him,
it's no coincidence (𝑝 < 0.05) that our interview with
Xiao-Li, conducted over Indian cuisine and (non-Indian)
wine, would grow into this structure of its own accord.
An interview is no different from any inference problem.
Though a likelihood function for the true Xiao-Li Meng
is beyond our computational limit (the question of how

to implement approximate Bayesian computation for this
problem is left open to further research/interviews), the
non-random sample of advice, philosophizing, and jokes
below allow for a design-based approach to inference on
Xiao-Li and his Big Picture.

A Bias Variance Tradeoff for
Statistics Education

You have taught many undergraduates in courses like
Real Life Statistics: Your Chance for Happiness (or
Misery). Compare the undergraduate statistics curricu-
lum here in the US to that in China.

I can only speak of my experience more than 30
years ago. Back then, undergraduate education in
China was much more specialized. You declared
your major on the first day. I was in pure mathemat-
ics, and the only non-pure math course I took was
Mathematical Equations for Physics, which was pretty
much still pure math. It was all very strict, rigorous,
and in-depth, but it was a narrow training. When
I came to this country, I couldn't comprehend that
undergrads were not admitted to a particular field.
The liberal-arts concept took me a long time to ap-
preciate.

Nowadays, China has also started thinking
about general education. Fudan, where I did my
undergrad, did not have the concept of a college.
We had departments but no college. Now we have
a college, and I heard that students receive general
training for the first two years. In terms of pros and
cons, when I came to Harvard, I was way more pre-
pared than many other students in math, but I was
seriously under-prepared for applied work.

Don't you think it's easier to catch up in applied ar-
eas?

Not necessarily. When I chose my first courses
at Harvard, I asked one of my classmates from Fu-
dan, who was already in US, for advice. He said,
“Choose something easy and something hard.” I
followed that advice, except I got it completely

1We were undergraduate statistics students at Harvard University where we got to enjoy Xiao-Li's teachings, jokes, and wines (af-
ter turning 21 of course). In fact, we enjoyed the wine so much that we decided to use the excuse of studying statistics at Stanford
University to get closer to Napa Valley.
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Interviewers and the interviewee (and others) at another dining occasion (not the interview dinner).
Xiao-Li and Professor Joe Blitzstein shares food, wine (but not bill) with undergraduate statistics students.

Keli (front left) and Jessica (back left).

mixed up! I looked in the catalog, saw Probabil-
ity Theory, and thought, “This has to be hard.”
Instead the professor ended up replacing the TF's
[teaching fellow's] solutions for the homework with
mine. See, I wasn't just trying to get the right an-
swer. Once you have serious mathematical training,
you always try to give the most elegant, most com-
pact answer. So he loved it. But the other course
I took was Linear Regression, and that really gave
me trouble. I got into it, thinking “How hard can
it be to draw a line?” In China, we learned the least
squares formula and how to derive it. But we never
ran it, never learned how to draw residual plots, and
that when the plots have a funny shape you need
to transform the variables somehow. So I go “It's
a funnel shape, so I need to take a log transforma-
tion”, but then of course, something else shows up,
and it never stops! My homework was essentially a
deck of computer output, with all the things that
I tried. Augustine Kong, who taught the course,
called me into his office and said, “Xiao-Li, explain
to me what's going on here.” I had no idea what I
was doing! Later, I learned that model evaluation
and expansion is a really, really hard problem.

You see, whether theoretical or applied statis-
tics is easier to pick up depends on one's previous
training. I was trained as a pure mathematician,

so anything with rigorous logic is easier for me to
pick up. To this day, if you want me to learn some-
thing, if the thing has logic deep down, I may get
stuck, but I won't feel like it's impossible for me.
Since the applied part has more of an engineering
or artistic aspect, I have no innate way of organiz-
ing my thoughts, so these are the hardest things
for me. From this perspective, I appreciate my col-
league Art Dempster's emphasis on distilling the
logic behind common statistical practices.

So what's the best system?

I have no definitive answer. This is really a
causal inference question. In the model I experi-
enced, there are lots of things I should have learned
but didn't. My hunch is that for most people, the
better model is to start with more breadth. But you
can find many examples where the top person in,
say, mathematics focused solely on math, or the top
person in physics was always a hard-line physicist.
There's also the confounding factor that the best
model may be non-stationary; the keys to success in
the past might no longer work today. If we view ed-
ucation as having a T-shape, the question is, which
T do we want?

A T-shape?
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Yes, you need to build a base for breadth and
a tower for depth. It would seem from an architec-
tural standpoint that you should build the base first,
to make a ⟂. But if you see the tower as a root in-
stead, it can also be very sound structurally to first
anchor into the ground, to make a T.

I'm actually fascinated by this question because
it boils down to a bias variance tradeoff. Well, all
problems do! With a broad base, you can view a
real-life problem from all angles of the intellectual
spectrum. To solve any hard problem that society
faces takes more than one discipline's approach, so
you incur severe bias from trying to pigeonhole it to
your favorite toolkit. But without depth, you can't
implement a meaningful solution. There's no preci-
sion in your efforts: it's too much hit or miss, reliant
on chance, devoid of understanding. You have to be
global in skill and thought, and yet be as familiar as
a local would. So yes, the question really is, which
T? How to strike a balance? You can even imagine
that what we want isn't a T but a 工; this is the Chi-
nese character for work. Actually, no matter which
T, in the end, you still need to put in a lot of 工.

Balance is the unifying principle behind 𝑇 shaped ed-
ucation, but as students, we often get the suspicious feel-
ing that balance is simply a buzzword that our elders like
to throw around. What are we students supposed to do
with it exactly?

These days, career opportunities for the younger
generation are much more diverse. You have a less
clear idea of what you want to do, so you want to
be more adaptive. When I went to college, I wanted
to do mathematics, and that was the only thing I
did. Only later in life did I realize that the fact I
was missing everything else would hurt me. When
you've learned something, even if you only do it
once and completely forget about it, later it's much
easier when you want to learn it again. That's just
how the human brain works. Also, especially when
you get older, there's a tendency to develop a “this
is not my thing” mentality, so getting exposure to
other topics at a young age serves as psychological
preparation for learning later on.

For statistics in particular, what do you think a mod-
ern curriculum should look like?

As we get pressured to teach a lot of new stuff,
I actually want to make sure that we still teach—
maybe even more so—things like the likelihood
principle and sufficiency reduction, the founda-
tions and convey how these concepts continue to be

relevant today. Especially since it is so easy nowa-
days to get some answer, we need to remember to
ask whether the answer is any good. Do we know
the limitations of the methodology we are using?
What distinguishes the amateur from the expert is
that the expert knows where the boundaries are:
what is the best one can do, and what is the worst?

Another concept I would teach is principled
corner-cutting. I'd like to teach a course that says,
“Here is a real-life problem. If you have one week's
worth of time, this is what you do. If you have one
day, this is what you do.” The less time you have,
the more you cut, but you know exactly what you
cut. Therefore, you can communicate to others why
you did what you did, and how one could get more
refined answers with more time or resources. It's
like doing a Taylor expansion for real problems: get
the linear term first, and if you have more time, get
the quadratic term. Taylor expansion is about sort-
ing out your priorities in life.

Principled thinking has been a big emphasis of your
research and teaching. We've both seen you extract some
pretty deep principles from seemingly trivial mathemat-
ical expressions before. In fact, seeing you do it has
helped to build our own understanding of what ``statis-
tical thinking" is. For you, it was your advisor, Don Ru-
bin, who embodied this statistical intuition. You've told
stories where he knew you were wrong without even look-
ing at your math. How does one go about developing this
sort of intuition?

It's a really gradual process, and maybe Don will
be a bit surprised by how long it took! But the take-
away is that it eventually did take root. I'm a good
example to show that intuition can be developed. I
had a good analytical mind, but that doesn't mean
I had a good intuitive mind. Now, like Don, I often
can look at something and say, “This doesn't make
sense,” without carrying out the mathematics.

When I was learning those skills, I don't think I
actively realized I was learning. It was only retro-
spectively that I realized, “Hmmm, now I can do
what Don does.” To me what this says is that an
effective education is by doing. Don would ask
“This doesn't make sense, right?” and he would
guide me until I could see it too. I started thinking
ahead and asking myself what he would be think-
ing. So if there is any teaching philosophy that
can be abstracted here, it is teaching by doing—
go through the thinking process with students and
then let them practice a lot on their own. Nothing
earth-shattering, but nevertheless effective, at least
for someone like me.
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Is there anything you would change about the status
quo? For example, everyone criticizes the 𝑝-value, yet it
retains a hallowed status in the curriculum. What's up
with that?

The p-value is a perfectly fine statistical measure
on its own. The problem is that it has been way
overvalued. One the other hand, when something
becomes as popular as 𝑝-values, it's inevitable that
people will start to say there's something wrong
with it. It's like when you declare that some actor
or actress is the most beautiful in the world, some-
one will start thinking their ears are too big. This
has also happened with bootstrap, multiple impu-
tation, and the EM algorithm, so you have to put
these things in perspective.

When teaching 𝑝-values, you want to peer at ev-
ery level and see it inside-out. The beauty of statis-
tics is that you can teach an entire course on one
thing like 𝑝-values, and by the time someone learns
this one thing, he or she will have learned a lot of
other things, because everything is connected. The
course could be titled “The value and the overvalue
of the 𝑝-value”.

Any predictions for the future shape of statistics ed-
ucation?

In any system reaching equilibrium, there's al-
ways compromise. This is the lesson of regression
towards the mean. In the end, the right balance
will likely be figured out not by any individual's
wisdom, but by market forces balancing themselves
out. We try, and err, and if we're too extreme, we'll
regress towards the mean. Society is always evolv-
ing. If you think about MCMC, we're still in the
warm-up phase.

It might also help to think about your question
in miniature, or on the “nano”-scale. When design-
ing the optimal exam question, one faces a nano-
version of the breadth-depth tradeoff: the ques-
tion should capture the big picture but also test for
clarity of understanding regarding specific pixels.
And of course it must meet the time constraints of
the exam. My colleague Joe Blitzstein and I have
discussed precisely this design issue (Blitzstein
and Meng, 2010). Ironically, one of the sample
exam problems on which we base our discussion
—whether one can achieve an automated bias-
variance tradeoff (one cannot)—illustrates my point
exactly: there is no automatic way of finding the
right T!

Can Statisticians Transform with-
out Information Loss?

Do you think statistics is in need of a rebranding, in
response to data science and machine learning?

I haven't convinced myself either way. Recently
I was asked to join a team of people who were writ-
ing an article arguing that we need to hire more peo-
ple in data science. Ultimately I felt uncomfortable
saying that we need data science without ever men-
tioning statistics. There were computer scientists
and information scientists on this team, but none of
them were arguing for their fields; they were all ar-
guing for data science. So that made me pause, be-
cause I was more worried about statistics. Maybe
there's a bigger picture for which we all need to
unite, but if we do that, what's going to happen to
statistics?

I have two thoughts, a selfish worry and a noble
worry. My selfish worry is preserving my identity
as a statistician. My more noble worry is, are we
losing statistical thinking? Are concepts like condi-
tioning, which we consider so fundamental, going
to be marginalized? No pun intended. I understand
why some philosophers get agitated, because phi-
losophy used to be everything, but now you hear
some people say, “Oh, here's a philosopher, they
don't work on anything real.”

There's a historical parallel too: one way to think
about machine learning and data science is that
they are spin-offs of statistics. But we ourselves are
a spin-off of mathematics. Everyone talked about
mathematical science, but a small group called
themselves statisticians, and they grew and grew
until they become us. Mathematicians must think,
“These people never do serious and rigorous math-
ematics.” But you also hear statisticians say that
mathematicians don't deal with real-life problems,
and that we have the answers because we have all
these statistical principles. What I worry is, do the
data scientists say, “These statisticians, hanging on
these rigorous models, they don't understand real-
life computations and complications”?

This history shows that we need to adapt to the
new data environment in a proactive manner, but
can we make this into an information-preserving
transformation? My mathematical training makes
me realize that the part of mathematics that doesn't
work for us is such a small part. A statistician
should never say, “Mathematics doesn't deal with
real problems, so let's shut down the math depart-
ment.” That would be completely wrong. What
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we've done is to reorient mathematics towards
practically relevant constructions and assumptions
while keeping the logical thinking at its heart. How
do we continue thinking about the Big Picture of
statistics—such as bias variance tradeoff, minimiz-
ing information loss, conditioning, choosing the
right replications—while revamping the parts of
statistics inappropriate for modern applications?

We're going to let you get away with answering our
question with a question only because you've agreed to
pay for dinner. Assuming that we've discovered this
information-preserving transformation to apply to statis-
ticians, how would you characterize the relationship be-
tween statistics and data science under this new regime?

A very practical question is whether I should
call myself a data scientist. There are two possible
reactions to this: (1) sure, no brainer; (2) no you're
not, because you don't have the computing skills
that a data scientist needs. I'd agree on both counts.
It depends on whether you view data science as an
overarching theme or a professional label.

As for statisticians, we can take two rather differ-
ent approaches. One is to protect our brand name
rigorously, and not let people claim they are statis-
ticians unless they go through regimented training
and acquire a clearly defined set of skills. This is
the route that lawyers have gone, with the bar exam.
The other is to be generous and call any person who
can do some statistics a statistician. This is another
T-shaped argument: do you give your field a deep
or broad definition?

To make an analogy to the medical profession,
there are generalists and specialists. For a lot of
problems, you don't need specialists because you
have general practitioners. But for a difficult dis-
ease, you call the specialist. So maybe statisticians
can be the specialists of quantitative science. Grad-
uate training creates specialists; undergrad educa-
tion creates generalists. No matter how many “data
miners” there are, when they really can't solve a
problem, they call the statistician. We want to be
in that position.

How do we get to be in that position?

We can learn from the example of mathemati-
cians. When the financial crisis came, in many
places there was talk about shutting down depart-
ments. Statistics is one of those departments that
could have been shut down. Indeed, I recall re-
ceiving petition letters from statistical colleagues in
several state universities asking for moral support

because their departments were in danger of be-
ing merged or shut down. But no major univer-
sity would consider shutting down the math de-
partment. Why is that? What have mathematicians
done to make themselves so secure?

One thing math has done, which we can mimic,
is their introductory calculus course, which is con-
sidered so fundamental that it's required for stu-
dents virtually in any scientific field. So that's the
first step that we can do, should do, and are doing:
promote proper statistical education at the under-
grad level and even at the K-12 levels whenever ap-
propriate and feasible, so that we get to the point
where people say, “How could you not have taken
any statistics?”

But what's the second step that makes the math
department not just a teaching unit in the eyes of
the public? If you think about famous math prob-
lems like the Goldbach conjecture and the Riemann
hypothesis, most people have little clue regarding
what they actually entail but are fascinated by them
nonetheless because they've become an index of hu-
man IQ. They've defeated human intelligence for
hundreds of years. So the math department is
viewed as a collection of geniuses who tackle this
frontier. We as a field need to communicate to the
general population that statistics is also an incred-
ibly intellectually challenging field. With all these
things we do to clarify teaching and make statistics
accessible, have we accidentally trivialized statis-
tics? We need to do a better job to create a brand
name that can attract the utmost intellectual talents
to solve the hardest problems in statistics. If statis-
tics is “easy to learn”, it's not because it lacks depth,
but because it's rooted in everyday practical prob-
lems.

How does big data figure into our identity? How
should we be thinking about big data?

Big data is a very catchy name, but not a good
scientific term. For people studying asymptotics,
you'd think they must be really happy because with
big data, now all of their theory can be applied,
right? But of course we know that's not how things
work. The issue isn't whether a dataset is big; “big”
is a proxy for “complex”.

A key step of big data is preprocessing, and this
is what I've been focused on in my work with Alex
Blocker. Fisher said that statistics is just data re-
duction, and preprocessing is really a problem of
data reduction. So from that perspective, Fisher
already envisioned everything. Of course, when
Fisher thought about data reduction, it was with
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respect to a single model. The problem of prepro-
cessing in the big data era is that preprocessors and
data users are often separate parties with different
resources and models. What does a sufficient re-
duction mean here? One can easily imagine “The
Potential and Perils of Preprocessing” in this multi-
phase context (Blocker and Meng, 2013).

When we work on these kinds of research prob-
lems, we have all our principles to guide us, but
when you give me a gigabyte of data, I don't know
what to do. I think we need to acknowledge that
there needs to be someone else there. But we statis-
ticians have thought for a century about how to re-
duce data. If someone can think of a good way to
do data reduction, I'm happy to call them a statisti-
cian, whether they have systematic training or not
—to me that is statistical thinking. We should be a
part of the team that thinks about how to do data
reduction in practical and principled ways.

Going back to what you said about not knowing what
to do with a gigabyte of data, CS people might just say,
“We know what to do, we don't need you.” Isn't it our
job to learn these new skills?

Ideally, yes, to protect our field, we should all
grow computational skills. But of course this also
applies to CS: they already know how to do the
computation, so they can also learn more statistical
principles. In fact, people in data mining and ma-
chine learning want students to do more statistics.
You can “try” all your algorithms, but you need the-
ory, including statistical theory, to understand the
“why”. Understanding “why” is especially critical
when dealing with big and complex data, where
one typically cannot afford to waste time trying
things that either cannot work or are easily domi-
nated by other methods. In fact, in the absence of
principled inferential methods, more data can even
worsen an estimator's performance, a phenomenon
that I have investigated with Xianchao Xie. Big data
should allow us to explore more complex questions,
but if we're not principled, we could easily find our-
selves in the situation of “I got more data, my model
is more refined, but my estimator is getting worse!”
(Meng and Xie, 2013).

Some scientists I work with love using the Cox
proportional hazards model. Someone else could
have discovered this model just by trying things
out without deep understanding. But the beauty
of Cox developing it is that he distilled the idea
of partial likelihood behind it, which has led to an
entire industry on Cox regression in terms of both
theory and applications. The question is whether

there is enough follow-up to know what things we
try are just a waste of time and which are sustain-
able. I was on a hiring committee looking at two
statistical geneticists: one person had developed
lots of software, and the other focused on thinking
about the deeper issues. You need both types of
researchers. The first type conducts the frontal as-
sault, then leaves to fight another battle. But the bat-
tle has not been won; we need the finishers to solid-
ify the theory, which provides us with both scien-
tific assurance and a roadmap for further method-
ological developments.

Conditioning on Ancillarities: If It
Seems Useless, Just REsearch It!

What was the most useless thing you learned in grad
school that turned out to be useful or remained useless?

When my professors thought something was
useless, they told it to me straight. Things like mean
imputation and complete case analysis. But fidu-
cial inference also got lumped in there! I was told
that fiducial is completely wrong, but now I believe
there is something deep about it. That will proba-
bly be the most controversial statement in this inter-
view.

For most things that I initially thought were use-
less, I tried to convince myself that there must be
some deep reason for their existence. It's an obvious
lesson to draw from the story of ancillary statistics.
How can a statistic whose distribution is free of the
parameter possibly inform our inference? It can't!
Not directly at least. But indirectly, by condition-
ing on it, we can recover useful information. It's the
same with research. You think something's useless,
but then later on you come back to it when you have
a deeper understanding of it, because everything's
connected, and it gives you a back door to what you
want. You can cite this as my backdoor criterion.

I was once convinced that sharp null hypotheses
are useless. But working with Augie Kong in sta-
tistical genetics, I saw that you do have point nulls
which correspond to certain biological laws, such as
Mendel's laws. At one point, I also bought the argu-
ment that minimaxity was completely stupid, but
now I've seen situations where people do all sorts
of crazy things with no regard for principle. You've
got to give people some minimal constraint. Mini-
maxity does this by saying that you at least have to
minimize the worst thing, and it is one of the very
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few principles that can be mathematically formu-
lated in almost any situation.

There is actually a very important lesson here,
statistically, and for your statistical education. Sup-
pose that your “parameter of interest” is a full un-
derstanding of statistics. What you already know
about statistics is your “observed data”, while ev-
erything you don't know about statistics or don't
fully grasp constitutes “missing data”. What miss-
ing data should you augment your observed data
with? On the one hand, there are topics you don't
know and which you believe are important to know;
you consider these to be a sufficient statistic for the
parameter of interest. On the other hand, there
are topics you don't know and don't really want to
know; you consider these to be ancillary. Which
data augmentation scheme is better, the sufficient
or ancillary augmentation? As you can guess, un-
less you're omniscient, there will always be times
when what you believe to be useless turns out to be
a gem. We need to protect ourselves from our own
hubris. Does this mean that for every three topics
we pick from our “useful” list, we should work on
something we believe to be useless? Incidentally
and interestingly enough, my work with Yaming Yu
and Xiaojin Xu in the context of MCMC (Yu and
Meng, 2011; Xu et al., 2013) has shown that the best
strategy is not to alternate but to interweave. That is
to say, leverage what you believe to be useful to dis-
cover the value in what you currently see as useless.
Build connections.

You started your career with computation, but now
you're working more on foundational issues. Was this a
random walk, or was there a plan?

I would say it was a random walk with a strate-
gically placed starting point. Not by me, but by Don
Rubin. I think I would be a very different researcher
today if I had been at a different university and was
given something to prove about UMVUEs. In statis-
tics, the types of problems that students can work
on are: theory, methodology, computation, and ap-
plication. Can you guess, if a student comes to me
and says “I'm ready to work but have no idea what
I want to work on, give me something,” which one
I would want them to work on?

Nope.

The type I would start with is computation. The
reason is very simple. When a student has never
done any research, it's like a first-time fishing trip.
The thing you want to do is to get them somewhere

where they can immediately get some fish. You
don't want them to stay all day and catch no fish;
then they're gone and won't be hooked. Starting
with theory is typically risky unless the student is
really good at theory, because the student tends
to get very frustrated and discouraged when the
student can't prove or develop anything. As for
methodology, for someone who's starting out, com-
ing up with a good methodology that no one has
thought of is very difficult. To really make a contri-
bution in applied statistics, the student has to learn
the language of the field of application. But for com-
putation, one can always run a simulation: change
the model, make the assumptions not fit, and see
what happens. The student will immediately have
some output in their hand. You get some fish right
away. It may be ugly and occasionally it may even
be a crab (yes, I caught a crab once on my fishing
rod), but at least you got something moving. Don
knew I had a strong mathematical foundation but
was completely clueless about statistics. I had never
even seen a histogram! So he gave me the EM al-
gorithm, because I could run something, do some-
thing.

But from there, it was like a random walk. Once
I started working on EM, I naturally got into miss-
ing data. One day Don was talking about multiple
imputation and hypothesis testing, and by that time
I'd become a little bit braver. I looked at one hy-
pothesis testing procedure and said “Professor Ru-
bin, I can do better than that.” And he said, “Try.” I
went back, and he said “Oh yeah, you can get some-
thing!” That became my qualifying paper. I also
worked with Professor Shaw-Hwa Lo on Kaplan-
Meier (K-M) estimators and K-M processes. These
all seem random, but when I was trying to put to-
gether a thesis, I needed a common theme and I
wanted a fun title, so I called it “Toward complete
results for incomplete-data problems”.

Since EM is an iterative algorithm, it was very
natural for me to work on the Gibbs sampler, data
augmentation, and MCMC, and then bridge sam-
pling and path sampling. From the MI side, a con-
troversy arose about the Rubin variance estimator
not being consistent, which got me thinking about
modeling issues and uncongeniality, which then
led me to Bayesian modeling, and now multi-phase
inference. There's that saying, “From nothing, noth-
ing comes.” But for me, it's really been “From ran-
domness and missingness, a lot of stuff comes.” In
fact, there's a great lesson here for multi-resolution
inference: if it looks random or useless, then you
have to look deeper. Noise at one resolution level
becomes signal at another.
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We heard that you have this secret archive of re-
search ideas stashed away somewhere in Harvard's un-
derground tunnels. Can you give us a sneak peek?

I don't actually have a physical file. Andrew Gel-
man and I used to keep the “Monica File”. Don't ask
me or Andy why we called it the Monica File, be-
cause we promised each other we would never let
the other reveal the secret. We'd get together and
talk about the problems we wanted to work on and
he'd add it to the file. But we haven't talked in a
while so I don't know what happened to the Mon-
ica File. What I do have is a list of titles for all the
papers that I want to write and the list is still grow-
ing.

You haven't written the papers but you already know
the titles? Isn't that sort of ancillary to the content?

I always write the titles first, though I often re-
fine them as I move along. Then conditional on
that, I write the paper. When I wrote my paper
commemorating the 50th anniversary of COPSS,
my goal was to lure the brightest minds to statis-
tics by showing them the intellectual richness of our
hardest questions. I had three large classes of deli-
cious questions in mind and we all know that a No-
bel Prize is a good attention grabber, so a natural
choice was to call it “A trio of inference problems
that could win you a Nobel Prize in statistics (if you
help fund it)” (Meng, 2014). It's amazing how well
the real world fits the titles I make for it—I say this
only half jokingly. To share with you just a sample
of this sample platter of open research questions:

• Multi-Resolution Inference. This relates to
the desire for personalized medicine. What
happens when our data resolution is lower
than the resolution of our estimand? How far
above the data resolution should we try to es-
timate?

• Multi-Phase Inference. How can we
clean/process raw data to preserve as much
statistical information as possible while also
ensuring computational efficiency? This is a
huge problem because upstream processing
can have severe impacts on downstream anal-
ysis.

• Multi-Source Inference. We now have large
administrative datasets not collected for in-
ference purposes at all. There was no ran-
dom sampling. Which is better: a 85% non-
random sample or 5% random sample? It

took decades for the merit of random samples
to take root. During the time of Laplace, peo-
ple thought that was a crazy idea. We're in the
opposite situation today. We have data that
almost resembles a census, but is susceptible
to all sorts of selection bias. How do we think
about these problems? I think this is one of
the major areas where the next revolution in
statistics will come.

Of course, I also have some non-trio-themed
antipasti to whet your intellectual appetites. One
thing I've noticed is that since everything's con-
nected, there's no such thing as a bad flavor combi-
nation, so feel free to mix and match to your heart's
(or more appropriately mind's) desire.

• Partial Bayes. Let's say you have some infor-
mation but not enough to put a prior on every-
thing. What are principles for partial Bayes
methods? What are the analogous partial risk
calculations?

• Return of Robustness. A big concern now is
confidentiality. How do we protect data yet
preserve the information inside? We want to
be able to purposely inject noise, yet still ex-
tract the relevant signal. This is precisely the
purpose of robust procedures. So much work
is needed to understand, say, when a sam-
ple median beats a sample mean for estimat-
ing the population mean using data that have
been randomly “de-classified” .

• Index of Non-Parametricity. My former stu-
dent Paul Baines and I have found an exam-
ple where the MLE, 𝐿2 regression, 𝐿1 regres-
sion, Cox regression and quantile regression
all estimate the same exact parameter. This al-
lows us to measure how non-parametric each
of these methods are. But we still need to fig-
ure out how to do this with some generality.

• Regression towards the mean is an 𝐿2 phe-
nomenon. I want to study the entire 𝐿𝑝 fam-
ily. Is there a concept called regression to-
wards the median? Why or why not? 𝐿2 is the
only Hilbert space in this class. What's so fun-
damental, statistically, about being a Hilbert
space?

• Non-Markovian Monte Carlo. There are all
these adaptive MCMC procedures. I have a
problem with the term “adaptive MCMC”.
When we move from i.i.d. to MCMC sam-
pling, we don't call it “adaptive rejection sam-
pling”, which if you think about it, perfectly
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describes Metropolis-Hastings. We think it's
a big conceptual advance, so we grant it a new
name. By giving up the i.i.d structure and us-
ing one-step dependence, we can open up a
door and do a lot more. Adaptive MCMC says
to give up one-step dependence and use the
entire history, that is, to give up the Marko-
vian property altogether. So why don't we
call it Non-Markovian Monte Carlo? Why
stick with the narrow connotations of mod-
ified MCMC when we have something fun-
damentally different? Of course it is much
harder, at least for developing theory, but
that's called research and good progress has
been already made.

• Bayesian Analysis for Finite Population Infer-
ence. Putting down a prior on individual pa-
rameters is okay, but if the entire population
is unknown and we put priors on individual
units, we will run into lots of paradoxes. It's
sort of like the Neyman-Scott problem. When
does the likelihood principle fall apart? I used
to believe that a simple information argument
would allow us to understand this and that
Bayes with some proper prior would fix the
problem. But now I'm starting to doubt that.
Of course, this gets me very worried because
I'm the one talking about principled corner-
cutting, right? So if there's no existing princi-
ple for me to hold onto, then I have to work
one out.

For some of these problems, the mathematics seem
quite intimidating. What's your advice to students who
want to work on them?

The math is often not the key thing. It's really to
formulate the problem in such a way so that math-
ematics can actually be applied. That's the hardest
part. I've been trying to formulate multi-resolution
inference by borrowing strategies from the wavelets
literature, such as the concept of primary resolu-
tion. I wanted to define the primary resolution for
analysis but I couldn't do it. So how did I move
on? I said, since I'm not ready to give a precise def-
inition, I'll take a page out of Fisher's book. He'd
always say something like “Without attaching spe-
cific meaning to this thing, here's what I'm going
to do with it.” And I can see why Fisher did that.
He had a good feeling that something had to hap-
pen. He couldn't do what he wanted with math-
ematical exactness but he didn't let that stop him,

because he knew that what he could do had statis-
tical meaning and exactness. Of course, ultimately
the right math will come (and needs to come), af-
ter one crystallizes the statistical idea one wants to
develop. As you know, I now have a better mathe-
matical description of multi-resolution than when I
started, but of course there is still a long way to go.

We've heard that you have a special attachment to if-
and-only-if statements. Why is this? Would you require
answers to the above questions in if-and-only-if format?

If and only if you want true understanding.
When you are trained as a mathematician, the best
type of result is if-and-only-if. That tells you that
you've considered every possibility. It's like when
you go to court and they ask you to tell the truth,
the whole truth, and nothing but the truth. If I can
prove something if-and-only-if, I feel fundamen-
tally satisfied, because I have nailed it down.

There are people who say that all these if-and-
only-if results are tautological, by definition. If two
statements are completely equivalent and you un-
derstand one, then you understand the other, right?
But that's not true. If-and-only-if thinking is how
humans evolve. To understand something that we
cannot think about intuitively, we invent a tool,
such as mathematics, that allows us to think oth-
erwise. By believing the logic of mathematics, we
can transfer the thing we couldn't grasp into some-
thing that allows us to build intuition. What's re-
markable is that we've invented this tool to convince
ourselves. If-and-only-if is just so fundamental to
my way of thinking. And it's one of those ways of
thinking that I don't think you can pick up by just
taking a course or two in calculus.

The Key to Work-Life Balance?:
Finding the Right Replication

At the 2013 JSM, you were on a panel hosted by
COPSS that was aimed at junior researchers. One of the
topics that came up was work-life balance. What advice
would you give to young statisticians about work-life bal-
ance?

At different stages of my life, I have had differ-
ent balances. After we had kids, my wife and I were
incredibly busy, and I recall asking my wife, “What
were we doing back then when it was only the two
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of us?” We must have had tons of time! But we
didn't see it that way.

How do you psychologically justify to yourself
that you have work-life balance? Part of work-life
balance is out of your control. Of course, in the
grand scheme of things, everything is under your
control, since you can just not do anything. But in
real life we have to worry about things such as out-
side expectations, our perceived duties to others.
You internalize these outside expectations and, in
doing so, turn “work” into life. Then there's no way
to go back.

For example, shortly after I was appointed as the
department chair, I also agreed to be a co-editor of
Statistica Sinica. Some people thought that I was in-
sane or that I was driven by a desire for another title.
But, actually, I initially said no to the invitation as
well as to another editorship from a larger journal.
I eventually said yes to Sinica because I believed it
would be more manageable timewise and because I
learned that the available pool of people who could
and were willing to serve as Sinica editor at that time
was much smaller than those who could and were
willing to serve for the other journal. Hence, I felt
that my contributions would be more valuable as a
co-editor for Sinica than for the other journal. I saw
the Sinica editorship not as a burden but as a duty.
Duties are part of our lives. At least that's how I ra-
tionalized my decision and found a psychological
balance in myself.

Time then passed quickly and I was ready to
step down as Sinica co-editor. And I still remem-
ber that the idea of retirement excited me because
I thought I was going to have so much more time,
since I had been spending 3-4 hours a day on edito-
rial work. But not even a week later, I found myself
completely back to my full work schedule!

What happened?

That's exactly what I asked! But it's very simple.
It's like all the water is waiting outside, and as soon
as you have some vacuum, the water—pfooosh!—
rushes back in. It took me several years to reach
this point, but it's good psychological conditioning:
you have to realize that you'll never be able to fin-
ish everything before you move onto the next thing.
You're always going to be multitasking, you're al-
ways going to be behind. So you just change your
mindset. You no longer think about projects as your
replications; instead, you think about days as your
replications: I finished another day. I finished another
day.

Incidentally, we encounter this problem in

statistics all the time, where a huge challenge is
finding the right replication with which to evaluate
our procedure. Bayesians complain that Frequen-
tist replications are irrelevant to the data at hand;
Frequentists counter that Bayesian replications are
synthetic, dependent on prior choice. I'm hoping
that finding the right replication for life should give
us hope that we can one day reconcile Frequency
and Bayes, since that's a simpler problem, right? If
projects are your replication, you'll think, “Look at
how many projects I didn't get done!” You feel like
you never finish anything. But you'll always finish
the day, day after day after day …

And thank god there's no negative time. No
matter how busy you are, you only have 24 hours.
You can sleep less, but it's still 24 hours. So the fact
that all 24 hours are filled means that you have to
set priorities.

How should young statisticians set these priorities?

It's not necessarily a balance of doing one thing
versus another, but it's a psychological balance.
This is what I tell young faculty: you'll struggle with
balancing research, teaching, and service to your
department, and you'll be thinking, I'm doing too
much of one thing and too little of another. But
what you have to do is to put them on an equal
footing. If you are doing research on three projects,
they obviously compete with each other for your
time, but you complain less when you want to work
on all of them because you think they're all im-
portant. The same thing goes for teaching: think
of teaching as another research project. As you
know, in our work together, it was a teaching chal-
lenge—can we explain Simpson's Paradox in terms
of the simple concept of comparing apples and or-
anges?—which led us to a deeper understanding of
multi-resolution inference and the appropriate res-
olution for conditioning. We can now claim to have
a “Fruitful Resolution to Simpson's Paradox” (Liu
and Meng, 2014), but this tree was not watered by
research in the narrow sense.

Don't think that you shouldn't be teaching and
should be doing research instead—every act you
choose to dedicate yourself to or choose to neglect
comes to define your life as a scholar and, more fun-
damentally, as a person. It's cliche, but if you think
of your life as a book, then every day is a new page,
and you don't want every page to be the same. A
novel is a more intriguing read when the protago-
nist is multifaceted.
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Time to Call It an Eve

Can we go back to the picture on the first page for
a moment? We feel like your meaning is non-identified
given just the data from the interview. How about some
prior information?

I wouldn't say that it's non-identified. Rather, I
wanted to give a real life inference problem where
the MLE is not unique. As for prior information,
that's my favorite equation in statistics, EVE's law
[law of total variance], which is precisely about the
bias variance tradeoff!

V (𝑌) = 𝐄 [𝐕 (𝑌|𝑋)] + 𝐕 [𝐄 (𝑌|𝑋)]

Shouldn't it be EVVE then?

Well, there was some information loss to make
the acronym fit the name. Remember princi-
pled corner-cutting? Whoever came up with that
acronym must understand it well! It was actually
quite labor-intensive to create each letter, so remov-
ing that extra V generated a ton of computational
savings. This is the type of statistical thinking we
need for Big Data!

Shall we bid each other a good eve then?

But you haven't even asked me the secret to eter-
nal youth yet!

Oh, well, we assumed that your answer would just
be wine. Were we wrong?

Only partly. You definitely need wine! But if
you drink by yourself then all you have is a drink-
ing problem and not the elixir of life. What matters
is who you share the wine with. I've been blessed
to be able to dine and wine with hundreds of young
talents around the globe, including virtually all my
students and young colleagues. Their energy and
excitement beat out the antioxidants in wine any
day, and their inspirations and aspirations are sim-
ply intoxicating! When I was at Chicago, I was for-
tunate enough to get some advice from Professor
George Tiao. He said, ``Xiao-Li, you keep yourself
young by always surrounding yourself with young
people.'' He told me that more than 20 years ago,
and I cannot say I fully appreciated the wisdom
then. But it's wisdom that's aged like a fine wine.

So cheers and thank you, my fountain of youth!
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